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The fate of the universe used to be so simple. It was either fire or

ice. Either the combined gravity of the universe would bring its

expansion to a halt, compelling the cosmos to replay the big

bang in reverse, or else gravity would steadily weaken and the universe

would expand forever, slowly and inexorably pulling planets, stars and

galaxies apart until it became a barren, frigid void.

Now cosmologists realize that things aren’t so straightforward. The uni-

verse may not be governed by the gravity of

ordinary matter after all. If the latest observa-

tions of the distant universe (as discussed in

our special report, beginning on page 45) are

borne out, matter has little say in its own fate.

Instead the universe may be controlled by the

so-called cosmological constant, a surreal

form of energy that imparts a gravitational re-

pulsion rather than the usual attraction.

The idea of the constant has been embraced

and renounced more than once since Albert

Einstein initially proposed it 80 years ago. This

time it may be here to stay. At first glance its

shadowy reinforcement of cosmic expansion

suggests that, as the ultimate fate, ice will have

to suffice. But that judgment is premature. Because physicists know so

little—“nothing” would be a fair approximation—about the constant, the

fate of the universe is back where it started: in the realm of uncertainty.

One implication is that science writers who have been using Robert

Frostian fire-and-ice allusions will have to find a new metaphor. An-

other is that the cosmos might be undergoing a second round of

“inflation,” a resurgence of the process that, 12 billion or so years ago,

caused space to go bang. Just as that earlier period of explosive growth

ended—giving form and light to what had been void—so, too, might the

rekindled inflation. If so, the universe will expand to unimaginable propor-

tions, the constant will fade away and physical possibilities will unfold that

are only dimly perceived in today’s theories.

If there is a story to be seen in cosmic history, it is the march from the

utter simplicity of the big bang to ever increasing complexity and diversi-

ty. The near-perfect uniformity of the primordial fireball, and of the laws

that governed it, has steadily given way to a messy but fertile heterogene-

ity: photons, subatomic particles, simple atoms, stars, complex atoms and

molecules, galaxies, living things, artificial things. 

Understanding how this intricacy is immanent in the fundamental laws

of physics is one of the most perplexing philosophical puzzles in science.

The basic rules of nature are simple, but their consummation may never

lose its ability to surprise. A perpetual trend toward richness, the outcome

of which cannot be foreseen, may be the true fate of the universe.
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ATTENTION, PLEASE

It was a pleasure reading Russell A.

Barkley’s article, “Attention-Deficit

Hyperactivity Disorder,” in your Sep-

tember issue. There is no doubt that

Barkley’s work has been tremendously

valuable. But I have trouble with

Barkley’s assertion that ADHD is purely

a neurological “disorder,” best treated

with stimulant medication. Before we

rush to the pharmacist, I propose we

cast a broader perspective.

The criteria for a diagnosis of ADHD

are so general that any one of us could

be diagnosed with it at some point in

our lives. This accounts for a high false-

positive rate when we attempt to classi-

fy people with many common com-

plaints of impulsivity, agitation and

difficulty focusing. Compounding this

is the tremendous overlap between the

criteria used for an ADHD diagnosis

and those for other, more common dis-

orders such as anxiety and depression.

We must recognize that no previous

generation of children

has been as hurried,

overstimulated and

subjected to powerful

social challenges as to-

day’s American child-

ren have. It would be

great if there were a

magic pill to provide

the cure—but the real-

ity is that our clinics

remain crowded with

ADHD children, al-

ready on medications, who continue to

seek help with navigating the demands of

a stressful, frenetic childhood.

ANTHONY V. RAO
Department of Psychiatry

Harvard Medical School

Barkley disappointed this reader in

several ways. The article implies a com-

plete picture but ignores attention-deficit

disorder (ADD), without hyperactivity.

There are those who have quiet trouble

channeling their attention; because they

may procrastinate, forget or hyperfocus

but don’t disrupt, their difficulties are of-

ten overlooked. Barkley also doesn’t dis-

cuss the originality and energy that can

characterize ADD/ADHD. Often cre-

ativity is ADD/ADHD gone right. 

PRISCILLA L. VAIL
Bedford, N.Y.

Barkley’s article on ADHD was very

informative; however, he does parents a

disservice when he characterizes special

education as an option of last resort. Par-

ents should not be dis-

couraged from seek-

ing special education

services at an early

point in their child’s

education, as it could

help the child avoid

years of frustration.

Barkley seems to be

under the impression

that special education

means separate class-

es. This is not the

case: more and more students across the

U.S. receive special education services

while being included in regular classes.

Information centers in each state can

help parents learn about special educa-

tion support for students with ADHD.

Call the Technical Assistance Alliance

for Parent Centers at 888-248-0822 for

the location of the center nearest you.

DEBORAH LEUCHOVIUS
PACER Center

Minneapolis, Minn.

Barkley replies:
People with ADHD undoubtedly have

many fine personal attributes, as parents

of ADHD children can testify. But no

study has ever shown that having ADHD

results in enhanced creativity, intelligence

and the like. In fact, some studies have

shown that ADHD can reduce IQ scores

by an average of seven to 10 points and

diminish certain forms of creativity.

Rao is mistaken—I did not suggest

medication alone as a treatment for

ADHD. Rather it is part of a package

that should include special education

and other accommodations as needed,

as Leuchovius’s letter emphasizes. Twin

studies show that environmental fac-

tors such as a hectic society do not

cause ADHD. Furthermore, the criteria

for ADHD are surely not so broad as to

diagnose everyone with the disorder:

studies find that only 3 to 7 percent of

children meet the diagnostic criteria.

Vail mentions ADD involving only

inattention, without hyperactivity; space

constraints on the article precluded my

addressing this possibly distinct disorder.

Inattentiveness in ADD patients may be

qualitatively different, resulting in a low-

er risk for antisocial behavior and a dif-

ferent pattern of cognitive deficits. 

SPACE CONSTRAINTS

Ronald White is correct that NASA re-

search on “Weightlessness and the

Human Body” [September] is good news

for denizens of the International Space

Station and for future interplanetary mis-

sions. The evidence suggests, however,

that such research is of limited value to

those of us here on Earth. Twenty years

of microgravity research on Mir and ear-

lier space stations have yielded some in-
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L E T T E R S  T O  T H E E D I T O R S

Parents responded in large numbers to Russell A. Barkley’s “Attention-
Deficit Hyperactivity Disorder” in the September issue. Many echoed

the sentiments of Lynne Scholl from Cincinnati, Ohio, who wrote that “my
daughter has many wonderful qualities that are a direct result of her ADHD.
She is incredibly creative and inquisitive. Yes, there are differences in how
she responds to her environment—some are good; some are not. Does this
mean I should try to change her? I would not want to do that, so I choose to
help her deal with her ADHD-related difficulties, just as I would teach her to
cope with any of life’s difficulties.” Kathleen G. Nadeau, director of the
Chesapeake Psychological Services of Maryland, suggested that “the high
activity level, low boredom tolerance and impulsivity of people with ADHD
bother teachers and challenge parents. These same traits, once the school
years are through, translate very often into creativity, entrepreneurial ca-
pacity and high energy.” Additional comments are included below.
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MANAGING ADHD
often requires a combination of

medication and special education.
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teresting insights but no major break-

throughs. Space medicine cannot justify

its enormous cost when the National In-

stitutes of Health can fund only about 25

percent of the deserving research applica-

tions it receives. The staggering $1.3-bil-

lion annual cost of keeping four Ameri-

can researchers in orbit could pay for

5,000 or more grants for cutting-edge re-

search at laboratories and universities.

Surely the best way to study aging and to

improve medical care is to spend our lim-

ited resources on Earth.

DALE BUMPERS
U.S. Senator, Arkansas

White replies:
The decision to build the Internation-

al Space Station and to continue human

space flight was based on many factors,

not just on the benefits that might result

from biomedical research in space.

Thus, it is grossly misleading to weigh

the benefits of such research against the

entire cost of the human space flight

program. I hope my article did not lead

readers to believe that space biomedical

research would somehow replace NIH-

supported research on aging, osteopo-

rosis or anything else. The NASA bio-

medical research program is much

smaller than the NIH program. The two

approaches are complementary, not

mutually exclusive. Judging by our ex-

perience so far, I believe that space bio-

medical research will make unique and

important contributions to health on

Earth at the same time as it improves

the health of space travelers.

Letters to the editors should be sent by
e-mail to editors@sciam.com or by post
to Scientific American, 415 Madison
Ave., New York, NY 10017. Letters may
be edited for length and clarity. 
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ERRATA

“The Asymmetry between Matter

and Antimatter” [October] contains

an error on page 77 regarding the

handedness of neutrinos. The article

should have stated that as far as we

know, there are no right-handed neu-

trinos: they are always left-handed. In

“Cryptography for the Internet”

[October], the screen shots shown

were from the program QuickMail

Pro. We apologize for the confusion.
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JANUARY 1949
NUCLÉAIRE—“The first self-sustaining chain reaction to be

produced outside of the English-speaking nations has just

been achieved by French physicists. Frederic Joliot-Curie, di-

rector of the French Atomic Energy Commission, announced

that a uranium pile went into operation last month at Fort de

Châtillon, on the outskirts of Paris. To U.S. workers, who

have taken great pains to refine the uranium used in their re-

actors, the ability of the Châtillon pile to sustain itself on im-

pure uranium (uranium oxide) is something of a surprise.”

OEDIPUS COMPLEX—“Freud knew the Oedipus myth

from Sophocles’ tragedy King Oedipus. The question is

whether Freud was right in assuming that this myth confirms

his view that unconscious incestuous drives and resulting

hate against the father-rival are an intrinsic part of any male

child’s equipment. If we examine the myth more closely,

however, doubts arise. There is no indication whatsoever in

the myth that Oedipus is attracted by or falls in love with Jo-

casta. The myth has to be understood as a symbol, not of the

incestuous tie between mother and son, but of the rebellion

of the son against the authority of the father in the patriar-

chal family; the marriage of Oedipus and Jocasta is a symbol

of the victory of the son who takes over his father’s place and

with it all the privileges.—Erich Fromm”

JANUARY 1899
POLONIUM AND RADIUM—“Two of us have shown that,

by purely chemical processes, a strongly radio-active substance

can be extracted from pitchblende. We therefore came to the

conclusion that pitchblende might contain a new element, for

which we proposed the name of polonium. Subsequently, we

have met with a second substance, strongly radio-active, and

entirely differing from the first body in its chemical proper-

ties. The new radio-active substance has the properties of

almost pure barium; its chlorides, however, having a radio-

activity 900 times greater than that of uranium. We believe

that the new radio-active substance contains a new element,

to which we propose to give the name of radium.—M. P.

Curie, Mme. P. Curie, and M. G. Bémont”

BAD AIR—“Dr. G. B. Grassi for a long time had doubts on

the connection between mosquitoes and malaria, owing to the

absence of malaria from certain districts where mosquitoes

abound. A careful classification of the various species of gnat

has now led him to the conclusion that the distribution of cer-

tain kinds coincides very closely with the distribution of the

disease. The common Culex pipiens is to be regarded as per-

fectly innocuous. On the other hand, a large species (Anophe-

les claviger, Fabr.) known in Italy as ‘zanzarone,’ or ‘moschi-

no,’ is constantly found associated with malaria, and is most

abundant where the disease is most prevalent.”

JANUARY 1849
BIOCIDES FOR AGRICULTURE—“The London Lancet

mentions a practice which is common among the English

farmers, of steeping their wheat in a solution of arsenic be-

fore sowing it, to prevent the ravages of the worm on the

seed, and of birds on the plant when grown. The

plan is stated to have proved eminently successful,

and of course exerts no deleterious effects on the

plant. In Hampshire, Lincolnshire, and many oth-

er districts where the practice prevails, numbers of

partridges and pheasants have been found dead in

the wheat fields, poisoned by eating the seed. This

is certainly a practice to be condemned. We can af-

ford to feed both men and birds.”

MAINSTREAM NICOTINE—“Prout, in his Trea-

tise on Disease, says about tobacco, ‘Although con-

fessedly one of the most virulent poisons in nature,

yet such is the fascinating influence of this noxious

weed, that mankind resorts to it in every mode

that can be devised to insure its stupefying and

pernicious agency. The severe and dyspeptic symp-

toms sometimes produced by inveterate snuff-tak-

ers are well known; and I have seen such cases ter-

minate fatally with malignant diseases of the

stomach and liver. Surely, if the dictates of reason

were allowed to prevail, an article so injurious to

the health and so offensive in its mode of employment would

speedily be banished from common use.’”

A GREAT DIAMOND—“Koh-i-noor—or, ‘mountain of light.’

A diamond of inestimable value has been taken by the British

troops in India, from one of the native princes. It is proposed

to insert it in the centre of Queen Victoria’s diadem.”

50, 100 and 150 Years Ago

5 0 ,  1 0 0  A N D  1 5 0  Y E A R S  A G O
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Oedipus, king of Thebes, with Jocasta, his queen
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The 1998 Nobel
Prizes in Science
Here follow explanations of the mechanisms and processes that underlie 
the world’s top awards for physics, chemistry and physiology—and an 
excerpt from a Scientific American article by the economics laureate

Special Briefing
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PHYSICS

HOW ELECTRONS SPLIT

HORST L. STÖRMER
Bell Laboratories

DANIEL C. TSUI
Princeton University

ROBERT B. LAUGHLIN
Stanford University

The humming, beeping, well-lit
modern world could not have
been built without the knowl-

edge that electric current is a parade of
electrons and that those particles are not
ricocheting billiard balls but fuzzy clouds
of probability that obey odd rules of eti-
quette as they maneuver in a dance of
mutual repulsion. Discoveries about how
electrons behave can thus have far-reach-
ing consequences, although they may
seem little more than curiosities at the
time. Superconductivity was one exam-
ple. One day it may turn out that the dis-
covery for which Horst L. Störmer of Bell
Laboratories, Daniel C. Tsui of Princeton
University and Robert B. Laughlin of
Stanford University received the 1998
Nobel Prize in Physics is another.

Störmer and Tsui tortured electrons for
their secrets. They squeezed electrons
into a layer so thin that particles could
move neither up nor down. They zapped
the electrons with high magnetic flux.
And they chilled the whole assembly to
within a hair of absolute zero. Then
physicists saw something unexpected.
The electrical resistance across the thin
current of electrons rose in steps rather
than a straight line as they turned up the
magnetic field. The plateaus suggest that

ELECTRON’S-EYE VIEW shows how
the thin layer of particles sandwiched
between two pieces of semiconductor
(light-blue balls) might look to a typical
electron (a). The electron’s cloud of
possible positions spreads out (turquoise
sheet) like a liquid to fill the layer ex-
cept for spots where bits of magnetic flux (violet lines) zip through the ceiling. The electron
avoids those spots, so vortices in its cloud open there. Other electrons in the area (green balls),
repulsed by the first electron and by one another, naturally drift into the holes. As they do,
they become bound to the lines of magnetism. If an electron is bumped out of the layer, it
leaves behind an unoccupied vortex that can then split into smaller holes (b). Three rays of
magnetic flux anchoring a single electron can thus become three separate “quasiparticles”
(red lines), each carrying one third of the original charge. Similarly, if the magnetic field is
reduced slightly, a ray of flux may disappear, causing one vortex to shrink (black lines) and
creating an apparent excess of one-third electron charge at that point.
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CHEMISTRY

REACTIONS 

ON A COMPUTER

WALTER KOHN
Unversity of California, Santa Barbara

JOHN A. POPLE

Northwestern Unversity

Predicting how chemicals will re-
act is not an easy business, even
for computational chemists,

who study virtual reactions on comput-
ers rather than mixing chemicals in
beakers. Chemical reactions involve the

breaking and reformation of bonds be-
tween atoms; whether or not a bond
will form depends on the position and
energy of the atom’s electrons. This
year’s Nobel Prize in Chemistry recog-
nizes advances in computational tech-
niques that predict reactions more
quickly and accurately. 

Nobel recipient Walter Kohn devel-
oped the computational method known
as density-functional theory. It can be
used to determine a molecule’s struc-
ture and other properties; more impor-
tant, it greatly simplifies essential calcu-
lations. Instead of tracking the motion
of each individual electron in a given
molecule (large molecules can contain

hundreds or even thousands of elec-
trons), Kohn’s technique uses quantum
mechanics to consider the overall densi-
ty of electrons throughout the mole-
cule. With density-functional theory,
chemists today can often perform struc-
ture calculations on desktop computers
instead of mainframes.

One program popular among chem-
ists that incorporates Kohn’s density-
functional theory in addition to many
other computational techniques was
developed by the co-recipient of this
year’s prize, John A. Pople. He designed
the program GAUSSIAN, first released
in 1970. More than 10,000 scientists
now use the latest version of it. 
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REACTION PROGRESS

STARTING MATERIAL

TRANSITION STATE

FINAL PRODUCTS

ClO O2

Cl O3

Cl O3

+

+

E = E T + E V + E J + E XC

where  
EJ = 1/ 2 ∫∫ ρ( r 1)( ∆r 12) –1ρ( r 2)d r 1dr 2

EXC( ρ) = ∫f( ρα( r ), ρβ( r ), ∇ρα( r ), ∇ρβ( r ))d 3r

Orbital Symmetries:

   Alpha Orbitals:

       Occupied  (A')(A')(A')(A')(A')(A')(A")(A')(A')(A')

                 (A')(A')(A')(A")(A')(A')(A")(A')(A")(A')

                 (A')

Atomic-Atomic Spin Densities.

1 2 3 4

 O 0.001726 0.081746 -0.082306 0.000000

  O 0.081746 –0.719714 0.000037 0.000000

 O –0.082306 0.000037 0.719049 0.000003

# B1LYP/6-31G(d) opt=(calcfc,ts,noeigentest) scf=qc

Ozone + Cl. TS Search

0 2
O
O 1 rOO1
O 1 rOO2 2 aOOO
Cl 2 rOCl 1 aOOCl      2 0.0

rOO1 2.150442
rOO2 1.256937
rOCl 2.833787
aOOO 38.654298
aOOCl 173.306808
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some new kind of particle was carrying
fractions—1/3, 

2/5, 
3/7 and so on—of a sin-

gle electron charge. Electrons are funda-
mental particles: they do not split. So
what was going on?

It took Laughlin a year to work out a
theoretical explanation, which fur-
ther experiments have since support-

ed. Cramped and cold, the usually fre-
netic electrons condense into a kind of
fluid. Vortices in the fluid match up bits
of magnetism with electrons. If there
are not enough magnetic lines to share
equally, some of the vortices can sepa-
rate from their electrons and dance
about independently, carrying fractions

of positive charge (opposite page).
The fractional quantum Hall effect, as

it is called, occurs in rare conditions. But
that does not mean it will lack applica-
tions. When quantum wells were discov-
ered, they were equally rare and curious.
Today they are built into nearly every
compact-disc player sold.
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STEP 1:
GAUSSIAN program can analyze reactions
such as the one between ozone (O3) and
the highly reactive form of chlorine called a
chlorine radical (Cl–). This reaction occurs in
the earth’s stratosphere and leads to the fa-
mous ozone hole over Antarctica. Input
into the program includes information on
the atoms in the compounds to be studied.
The programmer must provide basic data on
the structures of the chemicals, such as the
bond lengths and angles between atoms.

STEP 2:
The program takes the provided information and per-
forms quantum-mechanical calculations that predict
how the two chemicals will react. GAUSSIAN can also
display intermediate steps in the chemical reaction,
called transition states. The equations of density-func-
tional theory simplify the analysis. 

STEP 3:
The final output provides information
ranging from the exact structure of
the products to the occupied elec-
tronic orbitals of the atoms and more.
For a simple reaction such as this one,
the program can produce results in a
matter of minutes. As the number of
atoms involved increases, so does the
time required: a study of a protein
structure with 100 or more atoms can
take hours or even days to complete.

Copyright 1998 Scientific American, Inc.
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PHYSIOLOGY OR MEDICINE

A VERSATILE GAS

ROBERT F. FURCHGOTT
State University of New York

Health Science Center at Brooklyn

LOUIS J. IGNARRO
U.C.L.A. School of Medicine

FERID MURAD
University of Texas Medical School

at Houston

Careers that seek to counter the
conventional wisdom may ei-
ther founder in obscurity or

garner the highest accolades. Robert F.
Furchgott, Louis J. Ignarro and Ferid
Murad received the 1998 Nobel Prize in
Physiology or Medicine for discoveries

related to the biological function of a
molecule that was once primarily known
as an air pollutant. The three were her-
alded for elucidating nitric oxide’s role in
initiating cellular events that dilate blood
vessels. “Signal transmission by a gas
that is produced by one cell, penetrates
through membranes and regulates the
function of another cell represents an en-
tirely new principle for signaling in bio-
logical systems,” noted the Nobel As-
sembly at the Karolinska Institute in
Sweden. (Actually, a letter published in
Science subsequent to the Nobel an-
nouncements pointed out that ethylene
gas had been recognized as a signaling
molecule in plants since 1934.)

Nevertheless, many scientists original-
ly dismissed the notion that a gas like ni-
tric oxide (NO) could be an intercellular
messenger. The typical signal molecules
are proteins, peptides or smaller organic

molecules. NO, a highly reactive gas, is
so unstable that reactions with oxygen
or water will convert it into nitrites or
nitrates within 10 seconds.

But as Furchgott, Ignarro and Murad
showed, NO is essential to keeping
blood vessels wide open to maintain
blood flow and pressure (below). In
atherosclerosis, in which plaque oc-
cludes the coronary arteries, the cells
lining the blood vessels produce less
NO. The work that led to the Nobel
explains why patients with chest pain
(angina pectoris) caused by atheroscle-
rosis get relief from pills containing ni-
troglycerin: the compound, once it has
entered the smooth muscle cells, releas-
es NO. Ironically, dynamite, invented
by Alfred Nobel, the founder of the
prizes, contains nitroglycerin as its ac-
tive ingredient.

In recent years, scientists have found
that NO serves other vital roles in phys-
iology. The gas is a signaling molecule
for the nervous system. White blood
cells use it to kill bacteria, fungi, para-
sites and tumor cells. When white blood
cells release too much NO in response

to a bacterial in-
fection, a patient
goes into shock.
An understanding
of the biochemical
pathways that in-
volve NO led to
the development
of the anti-impo-
tence medication
Viagra (sildenafil).

3
GC converts guanosine triphos-
phate (GTP) to cyclic guanosine
monophosphate (cGMP).

2
NO molecules from the endotheli-
um travel into smooth muscle
cells, where they activate an en-
zyme, guanylyl cyclase (GC).

5 
Smooth muscle cells relax.

1
Neurotransmitter or hormone
binds with receptors on endo-
thelial cells lining the artery,
which in response releases nitric
oxide (NO). 

4
cGMP causes calcium ions
to enter storage areas of
the cell. The lowered con-
centrations of calcium
ions (Ca++) set off a cas-
cade of cellular reactions
that cause the cell’s con-
tractile filaments (myosin
and actin) to slide apart. 
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Blood vessel dilates.
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ECONOMICS

THE ETHICAL DIMENSION

AMARTYA SEN
University of Cambridge 

An Indian newsweekly featured
Amartya Sen on the cover of a

late October 1998 issue with
the headline “The Prophet We Ignore.”
The scholar of poverty has spent
decades devising novel approaches to
solving India’s woes—and the govern-
ment of his native country has often
chosen to forgo his advice, the maga-
zine contends.

Nevertheless, Sen’s work has not gone
unnoticed. The Royal Swedish Acade-
my of Sciences chose to award Sen a
Nobel—more formally, the Bank of
Sweden Prize in Economic Sciences in
Memory of Alfred Nobel—for his con-
tributions to welfare economics, the
study of the way societies make fair
choices about allocating resources. His
work deals with fundamental questions
such as how income inequality should
be measured and what the conditions
that lead to famines are. The academy
noted that Sen’s melding of tools from
philosophy with economics “restored
an ethical dimension to the discussion
of vital economic problems.”

In May 1993 Sen wrote an article in
Scientific American called “The Eco-
nomics of Life and Death.” In the fol-
lowing excerpt, Sen discusses the genesis
of a famine:

Economic explanations of famine are
often sought in measures of food pro-
duction and availability. And public
policy is frequently based on a coun-
try’s aggregate statistics of the amount
of food available per person, an indica-
tor made prominent by Thomas Robert
Malthus in the early 1800s. Yet con-
trary to popular belief, famine can re-
sult even when that overall indicator is
high. Reliance on such simple figures
often creates a false sense of security
and thus prevents governments from
taking measures to avert famine.

A more adequate understanding of
famine requires examining the channels
through which food is acquired and
distributed as well as studying the enti-
tlement of different sections of society.
Starvation occurs because a substantial
proportion of the population loses the

means of obtaining food. Such a
loss can result from unemploy-
ment, from a fall in the purchasing
power of wages or from a shift in
the exchange rate between goods
and services sold and food bought.
Information about these factors and
the other economic processes that
influence a particular group’s abil-
ity to procure food should form
the basis of policies designed to
avoid famine and relieve hunger.

The Bangladesh famine of 1974
demonstrates the need for a broad-
er appreciation of the factors lead-
ing to such a calamity. That year,
the amount of food available per
capita was high in Bangladesh: in-
deed, it was higher than in any oth-
er year between 1971 and 1976.
But floods that occurred from late
June until August interfered with
rice transplantation . . . and other
agricultural activities in the north-
ern district. Those disruptions, in
turn, caused unemployment among
rural laborers, who typically lead a
hand-to-mouth existence. Bereft of
wages, these workers could no longer
buy much food and became victims of
starvation. . . .

[The situation was exacerbated by
precautionary hoarding and speculative
stockpiling, which caused prices to rise
and hurt the food-buying ability of
poor Bangladeshis.] When food prices
peaked in October, so also did the
death toll. . . .

The occurrence of this famine illus-
trates how disastrous it can be to rely
solely on food supply figures. Food is
never shared equally by all people on
the basis of total availability. In addi-
tion, private and commercial stocks of
produce are offered to or withdrawn
from the market in response to mone-
tary incentives and expectation of price
changes. . . .

There are several ways to prevent
famine. In Africa and Asia, growing
more food would obviously help, not
only because it would reduce the cost of
food but also because it would add to the
economic means of populations largely
employed in producing food.. . . Aug-
menting food production, however, is
not the only answer. Indeed, given the
variability of the weather, concentrating
too much of a nation’s resources on
growing more food can increase the pop-
ulation’s vulnerability to droughts and

floods. In sub-Saharan Africa, in particu-
lar, there is a strong need for the diver-
sification of production, including the
gradual expansion of manufacturing.. . .

No matter how successful the expan-
sion of production and diversification
may be in many African and Asian
countries, millions of people will contin-
ue to be devastated by floods, droughts
and other disasters. Famine can be avert-
ed in these situations by increasing the
purchasing power of the most affected
groups—those with the least ability to
obtain food. Public employment pro-
grams can rapidly provide an income.
The newly hired laborers can then com-
pete with others for a share of the total
food supply. The creation of jobs at a
wage does, of course, raise prices: rather
than letting the destitute starve, such
practice escalates the total demand for
food. That increase can actually be
beneficial, because it brings about a re-
duction in consumption by other, less
affected groups. This process distributes
the shortage more equitably, and the
sharing can deter famine.

Reporting for the section by W. Wayt
Gibbs, Sasha Nemecek and Gary Stix.

See also www.sciam.com/explorations/
1998/1019nobel/index.html on the World
Wide Web.

BANGLADESH FAMINE of 1974 took place
even though the amount of food available per
person that year was high.
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The Internet has dramatically

altered the way many people

perform numerous tasks—

communicating with one another, shop-

ping, banking, making travel arrange-

ments, keeping abreast of the news.

Now add to the list political and human-

rights reform. Proponents in those fields

assert that the Internet and the World

Wide Web have become essential tools

for effecting change. But critics contend

that the medium is often least available where it is most needed.

The ongoing struggle for democracy in Indonesia under-

scores the power of the Internet. Last spring protesters by-

passed the state-controlled media there by posting a Web site

containing a database that kept track of the corruption of

then president Suharto. People across the country were con-

tinually adding information about the accumulated wealth of

the president and his children, knowledge of which fueled an

already inflammatory situation. Students also relied on the

Internet to coordinate their demonstrations, which eventual-

ly led to Suharto’s resignation. 

Indeed, political dissenters and human-rights organizations

around the world have taken advantage of the Internet’s abil-

ity to disseminate information quickly, cheaply and efficient-

ly. The Zapatista rebels have exploited it to garner support

among international journalists and sympathizers against the

Mexican government. The Free Burma Coalition uses its

Web site to encourage consumers to boycott companies do-

ing business in Myanmar. And the Digital Freedom Network

routinely posts on the Web the writings of political dissi-

dents, such as Raúl Rivero of Cuba, who are censored in

their homelands. “To build up on-line communities with

such limited resources is amazing,” notes Xiao Qiang of Hu-

man Rights in China, a group based in New York City,
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which uses the Internet to organize letter-writing cam-
paigns. Adds William F. Schulz, New York executive direc-
tor of Amnesty International USA, “the Web is a critical
new tool that we now have. It has radically increased our
ability to funnel information.”

For their part, governments face a quandary: How do they
cobble together restrictive policies that will help them maintain
the status quo without stifling the Web’s many business bene-
fits? Because of Indonesia’s solid economic growth before the
recent downturn, the country had a hands-off policy toward
the Internet, which many companies had used to communicate
with suppliers and customers
across the sprawling archipel-
agic nation. But the same
medium that enabled firms
there to monitor the status of
their factories and inventories
also allowed dissidents to
mobilize.

Meanwhile the Internet’s
role in political and human-
rights reform has been evolv-
ing beyond mere informa-
tion dissemination and calls
for action. On Mexican In-
dependence Day, thousands
of people staged a “virtual
sit-in” to protest the govern-
ment’s treatment of Zapatista
rebels in Chiapas. The digital
demonstrators tried to over-
whelm targeted Web sites, in-
cluding those of Mexican
president Ernesto Zedillo, re-
portedly by using an auto-
mated software program to
issue repeated phony requests
to download information.

Other groups have gone
further, breaking into sys-
tems and defacing Web
pages. Last October, soon
after the Chinese govern-
ment had launched a new
Web site to proclaim its ef-
forts in human rights, hack-
ers replaced the home page with one containing a diatribe:
“China’s people have no rights at all, never mind Human
Rights.” Other “hacktivists” have plied their craft to protest
conditions in various areas—among them East Timor, In-
donesia; Kashmir, India; and Kosovo, Serbia—knowing all
too well that attacking a government is usually much easier
electronically than physically. And often the main reason for
such electronic rabble-rousing is not the actual acts them-
selves but the follow-up media attention that can garner
quick, worldwide publicity for a cause.

John Vranesevich, founder of AntiOnline, a Web site that
tracks hacker activities, predicts that the number of such elec-
tronic exploits will escalate in the future as the first generation
of young hackers matures. “These hackers are becoming politi-
cally minded,” Vranesevich says. “They are starting to vote,
and they are starting to take a look at the world around them.
Now they are using the skills they’ve honed to make their opin-

ion heard.” Bronc Buster, a pseudonym for the 26-year-old who
led the attack on the Chinese human-rights server, recalls that
when he first saw that Web site he was outraged. “Two years
ago, when I was a freshman, I had to do a huge paper on China
for one of my political science classes, so I knew what was hap-
pening over there,” he says. “When I went to that site and read
what was on it, I got extremely mad. It reminded me of the
Nazis saying the Holocaust never happened.”

Yet while some people have proclaimed the dawning of a
new age in electronic activism, others caution that the Internet’s
effect may be grossly exaggerated. Of a total worldwide popu-

lation of about six billion peo-
ple, only a tiny fraction is
wired, and most of that is in
North America, Europe and
Japan, geographic areas not
particularly known for politi-
cal tyranny or egregious hu-
man-rights violations. For
this reason, critics say the
view of the Internet as a jug-
gernaut for implementing
sweeping reforms is an over-
blown, North-centric perspec-
tive. “How many people in
the world have never even
made a phone call? Maybe a
third to a half. And how
much impact do you think the
Web’s having on them?” asks
Patrick Ball, senior program
associate for the Science and
Human Rights Program of
the American Association for
the Advancement of Science.

The North-South dichoto-
my could worsen as the expe-
riences of countries such as In-
donesia and China make oth-
er nations wary of going
on-line. In Saudi Arabia, for
example, Internet service pro-
viders must apply for a li-
cense through the govern-
ment, which requires that
Web traffic be filtered through

state-controlled proxy servers. And a host of governments have
stepped up their efforts to make certain activities illegal, if for
no other reason than to instill a chilling effect among the gener-
al populace. Last spring a Shanghai software engineer was ar-
rested for allegedly sending a list of the e-mail addresses of
thousands of Chinese to a U.S.-based dissident publication.
Such acts notwithstanding, countries have also been loath to
pull the plug on the Internet, fearing that the medium will be es-
sential for their future economic success.

But the greatest value of the Internet certainly goes far be-
yond the actual numbers of people on-line, asserts Jagdish
Parikh of Human Rights Watch in New York City. “How
many people in China have Internet access? Not many,” he
notes. “But then why is the government there rushing to
make laws restricting access? It’s because the Internet makes
people realize that they should have the legal, codified right
to information.” —Alden M. Hayashi
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GOVERNMENT WEB SITES
have become the targets of “hacktivists.” When a Chinese agency

recently tried to proclaim its efforts in human rights, the home
page (top) was quickly—and unofficially—replaced (bottom).
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Scientists may have pinpointed di-
rect descendants of the first hu-
mans to migrate out of Africa

into Asia. They could be the aboriginal
inhabitants of the Andaman Islands in
the Bay of Bengal, who have long been
noted for their resemblance to African
pygmies. Some convergence of features—
dark skin and small, gracile form—is to
be expected in peoples who have evolved
in the tropics. But a recent DNA study of
hair from Andamanese individuals, col-
lected in 1907 by British anthropologist
Alfred R. Radcliffe-Brown, suggests a
closer connection.

Carlos Lalueza Fox, a postdoctoral
fellow at the genetics laboratory of Eri-
ka Hagelberg at the University of Cam-
bridge, had extracted DNA from 42
out of 70 hair samples and amplified a
short segment of DNA from the mito-
chondria. Known as mtDNA, such
DNA is less directly related to physical
characteristics than chromosomal DNA
and is therefore believed to be less sen-
sitive to the pressures of natural selec-
tion. Fox and Hagelberg found that the
sequences of base pairs in the mtDNA
fragments clustered closer to African
populations—especially southern African
pygmies—than to Asian ones.

If substantiated, the findings will lend
support to the Out of Africa theory of
human descent. Proponents hold that
the first humans left Africa some
100,000 years ago, reaching Asia around
60,000 years ago. According to Peter
Bellwood of Australian National Uni-
versity in Canberra, some of these
hunter-gatherers moved southward to
New Guinea and Australia during the
ice ages 40,000 years ago. At the time,
glaciers had sucked water out of the
oceans, lowering the sea level and ex-
panding Asia into a vast region known
as Sundaland. As a result, much of the
southward migration occurred on foot.

Archaeological evidence of human
occupation of the Andamans, excavat-
ed most recently by Zarine Cooper of
Deccan College in India, dates back at
most 2,200 years. But Bellwood guesses
that the Andamanese reached their is-
lands during the first wave of human
migration at least 35,000 years ago.
Eventually the seas rose, cutting them
off. The seas were to fall and rise many
more times, most recently about 10,000
years ago. Andamanese mythology de-
scribes violent storms and deluges that
drowned the islands, forcing the sur-
vivors to repair to the former hilltops.

Almost all the first humans in Asia
were wiped out by waves of later mi-
grants; survivors persisted only in isolat-
ed, embattled pockets. The Andamanese
ensured their own survival—at least until
modern times—by determined opposi-
tion to all seafarers who attempted to
land. To this day, one group of An-
damanese, inhabiting tiny North Sentinel
Island, attacks with arrows any ap-
proaching boats.

The Out of Africa theory has also re-
ceived recent support from an ex-
tensive survey of Chinese DNA
conducted by Li Jin of the Universi-
ty of Texas at Houston and his col-
leagues. The researchers examined
DNA markers called microsatellites
from 28 ethnic groups across China,
including four from Taiwan. They
found only minor genetic variations
among the populations, suggesting
that these groups had had little time
to diverge from one another. Possi-
bly, they all arose from recent
African migrants.

A rival scenario derives from the
Multiregional hypothesis, which
holds that humans evolved separate-
ly in different parts of the world
from populations of Homo erectus
that dispersed (also from Africa) one
to two million years ago. These
groups of humanoids managed to
develop into a single species—H.
sapiens—by exchanging genes with
one another. To some anthropolo-
gists, fossils excavated in China sug-
gest a continuum between H. erectus
and modern Chinese peoples. Mil-
ford Wolpoff of the University of
Michigan has pointed out that inter-
breeding could have ensured that the
descendants of different humanoids
ended up being genetically similar.

Wolpoff is likewise skeptical of the An-
daman study, which cannot be properly
critiqued until it is published. An unfor-
tunate dispute regarding the hair has held
up publication. Robert A. Foley, director
of the Duckworth Collection at Cam-
bridge, which owns the hair, has com-
plained that permission was never ob-
tained for its use. Hagelberg protests that
Foley knew about the study for at least a
year before voicing this objection when
the results were reported at a conference
in August. Matters became so unpleasant
that Hagelberg has packed up her lab
and moved to the University of Otago in
Dunedin, New Zealand.

The research will be difficult to repli-
cate, because fresh materials from the
Andamanese are scarce. Access to blood,
hair and other human samples is restrict-
ed by many countries (in this case, India)
for fear that the genetic information they
contain will be misused—specifically, put
to commercial use. So it will be a while
before the intriguing links between An-
damanese and Africans strengthen into
familial bonds. —Madhusree Mukerjee
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from the dense forests of Middle Andaman 
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From four-legged landlubbers to
streamlined ocean dwellers,
whales represent one of the most

dramatic evolutionary transformations.
But what their terrestrial ancestors were
and how whales are related to other liv-
ing mammals have eluded scholars for
over a century. Paleontologists have
long held that whales are most closely
related to extinct, wolflike creatures
called mesonychians, based on striking
dental similarities. A few years ago,
however, molecular biologists weighed
in with DNA data suggesting that
whales are actually highly specialized
artiodactyls (the group that includes
hippopotamuses, camels, pigs and rumi-
nants) and are closer to one of those liv-
ing subgroups than to mesonychians.

Now key fossils—50-million-year-old
whale ankle bones from Pakistan—have
been unearthed. But instead of shed-
ding light on whale origins as expected,
they have left researchers even more
puzzled than before.

Paleontologists agree that among liv-
ing mammals, artiodactyls are the clos-
est relatives of whales and that they
share a common ancestor in the distant
past, but saying that an artiodactyl was
an ancestor to whales is “a really differ-
ent, much more specific hypothesis,”
explains Mark D. Uhen of the Cran-
brook Institute of Science in
Bloomfield Hills, Mich. And
the most recent molecular stud-
ies suggest that whales share a
common artiodactyl ancestor
with hippos—an assertion that
is not supported by the fossil
record, according to University

of Michigan paleontologist William J.
Sanders. He points out that the earliest
known fossil branching of hippos was
15 to 18 million years ago and the earli-
est whales more than 50 million years
ago in the Eocene epoch. Thus, if
whales and hippos shared a common
ancestor, it would have to have persisted
for at least 32 million years—but there is
no fossil evidence for such a creature
spanning that immensity of time. And
Sanders is not persuaded by the pro-
posed hippo ancestors that might bridge
that gap. “In terms of fossils in the right
time, in the right place and in the right
form,” states Philip D. Gingerich, also
at Michigan, “[mesonychians] are the
only things that we know so far that are
candidates for the ancestry.”

For their part, the molecular biologists
are confident that the DNA data show
conclusively that whales share a special
relationship with hippos. “Frankly, I
think the issue is settled,” declares
Michel C. Milinkovitch of the Free Uni-
versity of Brussels. “The molecular data
smoke the morphological evidence.”
Complaints from paleontologists that
the DNA evidence is “noisy”—that is,
the similarities reflect convergent evolu-
tion rather than common ancestry—

have recently been addressed: Norihiro
Okada of the Tokyo Institute of Tech-
nology and his colleagues have unpub-
lished analyses of snippets of noncoding
DNA called SINEs (short interspersed el-
ements), which are purportedly noise-
free, and the results support the whale-
hippo link.

Still, paleontologists point out that the
molecular analyses include data only
from extant animals. Because most of the
group of interest is extinct, the DNA data
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Growing Stem Cells
Last November saw major advances in
cultivating human embryonic stem
cells—a “holy grail” of biotechnology.
Such cells can become any of the body’s
tissues, so the cultivation of them could
lead to organs on demand. James A.
Thomson and his colleagues at the
University of Wisconsin described in
Science how they coaxed days-old
embryo cells to grow indefinitely in their
undifferentiated state while retaining
their ability to become specialized tissue
cells. Days later John D. Gearhart of
Johns Hopkins University and his co-
workers reported a similar feat, using
primordial germ cells (cells that would
eventually become sperm and eggs). In
unpublished work, researchers at
Advanced Cell Technology in Worcester,
Mass., say they fused nuclei from adult
human cells with cow eggs that had
their nuclei removed. The human nuclei
commandeered the bovine cells,
turning them into embryonic stem cells.

Cosmic Forecast
Processes in deep space, it seems, can in-
fluence the earth’s climate. Henrik Svens-
mark of the Danish Meteorological Insti-
tute found that during the last 11-year

activity cycle of the sun,
the earth’s cloud cover
was more closely corre-
lated with the flux of
cosmic rays coming from
the rest of the galaxy
than with the sun’s radi-
ance. Apparently, the so-
lar magnetic field inter-
acts with the cosmic
rays: when strong, the

sun’s field blocks more cosmic rays,
which ionize air molecules in the lower
atmosphere and in this way are thought
to contribute to cloud cover and other
weather-related phenomena.

What Friends Are For
Playing in front of a home crowd may
not be so advantageous. Jennifer L.
Butler of Wittenberg University and her
colleagues showed that individuals
performing difficult tasks, such as doing
stressful arithmetic, were less likely to
succeed in front of a supportive
audience than in front of a neutral or
adversarial one. The reason? In front of
unfriendly faces, people do not concern
themselves with disappointing the
audience and therefore tend to perform
with greater concentration.

IN BRIEF

More “In Brief” on page 30

CETACEAN CREATION

New fossils leave researchers 
wondering where whales come from

PALEONTOLOGY

ANCIENT ANKLE FRAGMENTS FROM BEASTS
like Ambulocetus, a primitive whale, add to the mystery of whale origins. The whale
bone head is not rounded, arguing against a descent from artiodactyls. But similari-

ties in other joint surfaces, such as the ectal facet, support artiodactyl ancestry.
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may provide skewed results, warns Mau-
reen A. O’Leary of the State University of
New York at Stony Brook. O’Leary’s
own research demonstrates that leaving
the fossil data out of morphology-based
analyses yields results similar to those of
the molecular biologists, thus calling into
question the DNA results. She concedes
that “the molecular signal is very strong”
but wonders how the molecular results
would differ if DNA data from mesony-
chians were available.

Mesonychian fossils are far too old to
contain intact DNA, but researchers
thought that finding an ancient whale an-
kle bone would settle the debate. Artio-
dactyls are characterized by certain fea-
tures on one of their ankle bones (the as-
tragalus), which increase mobility. If
whales are artiodactyls, primitive whales
(those that had not yet adapted to life in
the sea) should exhibit these ankle fea-
tures. In the October 1, 1998, issue of
Nature, J.G.M. Thewissen, a paleontolo-
gist at the Northeastern Ohio Universi-
ties College of Medicine, and his col-
leagues announced their discovery of two
ancient whale astragali; intriguingly, the

bones do not support either hypothesis.
The fossils are fragmentary, but

Thewissen believes that together they
provide a complete picture of what ei-
ther bone would have looked like in its
entirety. This composite exhibits a per-
plexing combination of features: it lacks
the rounded head seen in all artiodactyl
astragali, but two of its other joint sur-
faces match a specialized condition
found in artiodactyls but not in mesony-
chians. “Our whale astragalus doesn’t
look like an artiodactyl,” Thewissen ob-
serves. “Unfortunately, it also doesn’t
look like a mesonychian.”

Despite the ambiguity of the new fos-
sils, paleontologists hope to recover ad-
ditional astragali from even older
whales, which may be more diagnostic.
For now, Thewissen emphasizes that all
the data should be considered. He sus-
pects that convergence is confounding
the morphological evidence but is im-
pressed with the molecular evidence
linking whales and hippos. “Previously I
was convinced that whales came out of
this mesonychian group,” he confesses.
“Now I’m on the fence.” —Kate Wong

The participation of Senator
John Glenn of Ohio in shuttle
mission STS-95 made it the

most ballyhooed space flight since the
Apollo moon landings. Millions of televi-
sion viewers watched the liftoff of the
shuttle Discovery and avidly followed the
progress of the nine-day mission. Glenn
even made a guest appearance, via radio
link, on the Tonight Show. The public
was clearly delighted to see the former
Mercury astronaut—the first American to
orbit the earth—return to space at the age
of 77. And the publicity was a much
needed shot in the arm for the National
Aeronautics and Space Administration,
which is now starting work on the con-
troversial International Space Station.

But the stated goal of STS-95 was not
publicity; Glenn’s primary role was to
serve as a guinea pig in a barrage of
medical experiments, most of them de-
signed to study the connections between

space flight and aging. The results of
those tests won’t be released for several
months, but scientists already know that
the studies will not yield any conclusive
findings. The problem with the experi-
ments is that they involved just one el-
derly subject: Glenn himself. To draw
reliable conclusions, researchers must be
able to compare Glenn’s data with tests
on other senior citizens in space. But
NASA has no plans to send any more
septuagenarians into orbit.

The scientists involved in the medical
experiments admit that they would have
included more subjects if they had had
the chance. They maintain, however, that
the Glenn studies will prove useful by
helping them determine where to focus
their future research. “It’s a fishing expe-
dition,” says Lawrence R.  Young, direc-
tor of the National Space Biomedical Re-
search Institute. “We know there’s fish in
the pond, but we don’t know what we’re
going to catch.” There are intriguing par-
allels between the symptoms of space
flight and aging: both astronauts and the
elderly suffer from loss of muscle and
bone mass, sleep disturbances and im-
pairment of balance. But researchers have
no idea whether the same bodily mecha-
nisms are at work in both cases.

The shuttle experiments involving
Glenn were more like a doctor’s exami-
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Neuroweeds
Weeds appear to use the same kind of
neurotransmitting system that humans
do. Gloria Coruzzi and her colleagues at

New York University
found that the weed
Arabidopsis has genes
that encode for
glutamate receptors.
Glutamate is one of the
neurotransmitters the
human brain relies on
for several functions,
including memory
formation and retrieval;
faulty glutamate
systems have also been
linked to mental
illnesses. Coruzzi
speculates that the

glutamate receptor in the weed could
be an ancestral method of
communication common to both plants
and animals.

Bacterial Turn-ons
Some kinds of deadly bacteria—
including those that cause tetanus,
tuberculosis, syphilis and botulism—
remain innocuous until something
triggers their insidious activity. Dagmar
Ringe of Brandeis University and his co-
workers report in Nature that they have
found the genetic on-off switch for
diphtheria, a complex called DtxR.
Latched tightly to bacterial DNA, DtxR
acts as a repressor; when the host
harboring the bacteria experiences an
iron deficiency, however, DtxR falls off,
allowing the expression of the genes
that tell the bacteria to attack the host
cells. In principle, a new class of
antibiotics could be developed to which
bacteria would not become resistant,
because the drugs would not kill the
bacteria but simply keep them from
becoming virulent.

Proton Armageddon
According to physics theories, most
everything in the universe decays—
including protons. Sooner or later,
matter as we know it will cease to exist.
The proton’s lifetime is still not known,
but a new, more stringent lower limit
has been found by the Super-
Kamiokande underground detector in
Japan. The device, which last year found
that neutrinos have a slight mass,
looked for by-products of proton decay
(principally, positrons and pi mesons)
but found none. The research team
therefore concludes that protons persist
for at least 1.6 × 1033 years—far longer,
by 100 billion trillion years, than the
current age of the universe.

More “In Brief” on page 32

In Brief, continued from page 26

JOHN GLENN’S 

EXCELLENT ADVENTURE

Sure, it was a publicity stunt, but
science was served, too

SPACE SCIENCE
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nation than a scientific study. The sena-
tor wore a cardiovascular monitor dur-
ing the flight to measure his heart
rhythms and blood pressure and a sleep
monitor to gauge his brain waves and
eye movements while he was slumber-
ing. He also provided blood and urine
samples to determine how quickly his
bones and muscles were deteriorating in
zero gravity. When researchers analyze
the data, they will look for unusual re-
sults that may justify full-scale studies in
space. “We won’t get any answers from
these experiments,” says Andrew Mon-
jan, chief of the neurobiology branch of
the National Institute on Aging. “But

we may get some interesting
questions.”

Overlooked in the media
frenzy over Glenn’s return to
space were the more sig-
nificant scientific accomplish-
ments of the mission. The
shuttle crew successfully re-
leased and retrieved the Spar-
tan 201 satellite, which pro-
vided striking images of the
sun’s corona. The crew also
tested a platform of instru-
ments that will be installed
on the Hubble Space Tele-
scope in 2000. In addition,

dozens of experiments were conducted
in the shuttle’s Spacehab laboratory, in-
cluding a study to determine whether
near-perfect crystals of human insulin
can be grown in zero gravity.

After the flight, Glenn was a little
wobbly on his feet, but after a good
night’s sleep he said he was back to nor-
mal. When the seven crew members re-
turned to Houston—home of the NASA

Johnson Space Center—1,000 people
gathered at the airport to welcome them.
Houston Mayor Lee Brown said the
flight had “renewed an American love
affair with space travel.” The question
now is: Will the love last?—Mark Alpert
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A Weapon against MS
Positive results are in from the most
extensive clinical trial of a drug to treat a
form of multiple sclerosis, in which the
body’s immune system attacks the
coatings of nerve cells. The study, which
involved more than 500 patients in nine
countries, looked at interferon beta 1a.
Derived from genetically modified
hamster cells, the drug is identical to the
human body’s own interferon beta,
which acts to suppress wayward immune
responses. As reported in the November
7, 1998, Lancet, the drug reduced relapse
rates by up to one third, slowed the pro-
gression to disability by 75 percent and
decreased brain lesions—all without
substantial side effects.

Tag-Team Voting
The Minnesota gubernatorial election
of former pro-wrestler Jesse “The Body”
Ventura, nemesis of Hulk Hogan, may
not have been democratically fair,

argues Donald G. Saari, a
mathematician at North-
western University. In the
three-way race, Ventura
won but did not receive
more than half of all votes.
Saari says such plurality
elections are akin to
ranking a student who
earned three As and two Fs
higher than one who got
two As and three Bs.
Elections using weighted

votes (two for the first choice, one for
the second, zero for the third), first
proposed by French mathematician
Jean-Charles Borda in 1770, can more
accurately reflect an electorate’s wishes.

Where the Money Goes
The National Science Foundation
recently issued a report describing
trends in venture-capital spending. In
the U.S., such investments reached $9.4
billion in 1996; the biggest recipient
was the computer-technology business,
which got 32 percent of the funds.
Medical/health care and telecom-
munications companies were other big
winners. In Europe, which invested an
equivalent of $8.6 billion in 1996, the
focus was on industrial equipment,
high-fashion clothing and consumer
products, which received more than 30
percent of the money; computer-
related companies took in only 5
percent. In both the U.S. and Europe,
seed money for new firms accounted
for only 3 to 6 percent of the total; the
bulk, more than 62 percent, went to
back company expansions. —Philip Yam

In Brief, continued from page 30
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JOHN GLENN SUITS UP
at the Kennedy Space Center
in preparation for his nine-
day shuttle flight.

Meteorites have been called
the poor man’s space
probe—cheap samples of

the beyond. In that case, cosmic rays
must be the poor man’s particle acceler-
ator. A cosmic-ray particle coming from
the direction of the constellation Auri-
ga, detected by an instrument in Utah in
1991, had an energy of 3 × 1020 elec-
tron volts—more than 100 million times
beyond the range of present accelera-
tors. Such natural largesse achieves what
purpose-built machines have long
sought: a probe of physics underlying
the current Standard Model.

For years, people thought the 1991
ray and a few similar ones—registered,
for example, by the Akeno Giant Air
Shower Array (AGASA) west of
Tokyo—might have been flukes. But last
summer Masahiro Takeda of the Uni-
versity of Tokyo and the rest of the
AGASA team reported five more such
events. Roughly one is seen by the array
each year, and there is no indication of
any limit to their energy.

Current theories say that is impossible.
If these cosmic rays are protons or atom-
ic nuclei, as the experiments hint, they
must be moving almost at the speed of
light. At that clip, the cosmic microwave
background, a tenuous gas of primordial
radiation that fills space, looks like a
thick sea. Particles wading through it
lose energy until they fall below 5 × 1019

eV, known as the Greisen-Zatsepin-
Kuzmin cutoff. After traveling 150 mil-
lion light-years, no ordinary particle
could still have the observed energies.

Yet astronomers have seen no plausi-

COSMIC POWER

Superenergetic cosmic rays 
could reveal the unification 

of the forces of nature
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ble source within that distance. Explod-
ing stars can propel particles up to only
about 1 percent of the required energy.
And the mightiest known cosmic sling-
shots—quasars and active galactic nuclei,
the by-products of a massive black hole
at lunch—are all too far away, as Jerome
W. Elbert and Paul Sommers of the Uni-
versity of Utah showed in 1995. Re-
searchers are forced to one of two equal-
ly bizarre conclusions: either the cosmic
rays evade the cutoff, or their source is
not a normal astronomical object.

In favor of the former, Glennys R.
Farrar of New York University and Pe-
ter L. Biermann of the Max Planck In-
stitute for Radioastronomy in Bonn re-
cently matched the five most powerful
rays with the directions of rare young
quasars. The distance of these quasars
ranges from four billion to 13 billion
light-years. If cosmic rays traverse such
lengths, they must be a type of particle
that is barely affected by the cosmic mi-
crowave background. A neutral and
heavier relative of the proton would do
the trick. No such stable particle is pre-
dicted by the Standard Model, but en-
hanced theories—drawing on the con-
cept of supersymmetry—do predict one:
the so-called S0 particle.

Another idea, proposed by Thomas J.
Weiler of Vanderbilt University, invokes
energetic neutrinos that smack into oth-
er neutrinos milling about the Milky
Way and spill debris particles in the
earth’s direction. The only requirement
is that the neutrinos have a slight mass—
which again extends the Standard Mod-
el. It is also conceivable that there is no
Greisen-Zatsepin-Kuzmin cutoff after
all, as Sidney Coleman and Sheldon L.
Glashow of Harvard University specu-
lated in August. But if so, special relativ-
ity does not apply at high energy.

What if the correlation seen by Far-
rar and Biermann turns out to be pure
chance? Then cosmic rays must em-
anate from some unidentified celestial
phenomenon. The enigmatic sources of
gamma-ray bursts might be responsi-
ble. More exotic candidates include
kinks in the fabric of space and time,
such as monopoles and cosmic strings.
Tucked within their folds is a sample of
the hot early universe in which the
forces of nature are unified. As they de-
cay, a miniature big bang ensues, and
particles are created with energies up to
the unification scale of 1025 eV and
names like crypton and vorton. The
cosmic rays may be these particles or
their decay products, as first suggested

A N T I  G R AV I T Y

Taste Matters

If we are indeed what we eat, then
Americans can rest assured that they

actually have something that some
commentators have often doubted:
good taste. According to a study pub-
lished in the October 1998 Journal of
the American Dietetic Association, taste
is the primary factor that motivates
people’s choices of what to stick in their
pieholes. Previous studies have also re-
vealed that most of us prefer the
delectable comestible over the foul-
tasting dining experience. As the au-
thors sum up, “People are most
likely to consume foods that
they evaluate as tasty.” I know, I
know, you’re shocked—shocked!
But the study does have a seri-
ous message about what we
eat and how perhaps to modify
those choices better.

The researchers examined four
variables in addition to taste—
nutrition, cost, convenience and
weight-control concerns. They
also noted the subjects’ other
health behaviors, such as exer-
cise patterns, smoking and drink-
ing, and looked at how all those
affected food choices. The al-
most 3,000 subjects were classi-
fied according to their overall
health profiles. Some of these
groupings, seven in all, received
alliterative appellations by the
resourceful researchers.

For example, one group was
labeled the “physical fantastics.” They
were the most health-oriented indi-
viduals, who don’t smoke, don’t drink
much, eat healthfully, exercise rou-
tinely and watch their weight. In short,
they can still get into the pants they
wore in college. Another group, the
“active attractives,” have some interest
in their overall health but mostly be-
cause of a concern with their looks.
They tend not to smoke, but they do
like to experience firsthand the effects
of ethanol. They mean to work out, eat
right and keep their weight down, but
they’re not quite doing it. In other
words, they still have their college
pants, but they’re in the bottom draw-
er. The “decent dolittles” don’t smoke
or drink, but they don’t exercise or eat
healthfully. Their college pants have
been taken out more than they have.
Finally, the “noninterested nihilists”

smoke, eat anything and don’t exer-
cise. Their college pants can be heard
on any staircase at the college.  

The bottom line: all the groups rat-
ed taste as being the most important
factor in food choice. As the authors
point out, “Taste, therefore, can be
considered a minimal standard for
food consumption.” The other factors,
however, varied widely depending on
which group you looked at. Nutrition
and weight control were almost as im-
portant as taste for physical fantastics
but far less important for noninterest-
ed nihilists and even active attractives.

With all these data in hand, the au-
thors make what seems to be quite a

reasonable suggestion. Health experts
are always trying to get people to eat
better in this country but do it by
harping on the nutritional value to be
found in those wholesome foods. Ba-
sically, can that idea right along with
any vegetables you want to see again
in the spring.

“A more promising strategy,” they
write, “might be to stress the good
taste of healthful foods.” After all, if
Madison Avenue can still figure out
ways to convince millions of Ameri-
cans that smoking is charming, they
can probably come up with a plan to
make us crave vegetables. Picture the
ad campaign: “Brussels sprouts. Not as
bad as you remember them.” Or
maybe: “Broccoli. Not as bad as Brus-
sels sprouts.” Well, they might want to
start by comparing apples. And or-
anges. —Steve Mirsky
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in 1987 by Christopher T. Hill and
David N. Schramm of the Fermi Nation-
al Accelerator Laboratory and Terrence
P. Walker of Ohio State University.

It is probably not a very good sign that
the number of models exceeds the num-
ber of data points. “When you have so
many speculations,” declares James W.
Cronin of the University of Chicago, “it

shows we really don’t understand much
at all.”

To tilt the balance in favor of data,
Cronin and Alan A. Watson of the Uni-
versity of Leeds are heading the Pierre
Auger project, an international effort to
build two huge cosmic-ray observato-
ries, one south of Salt Lake City and
the other near San Rafael, in the wine

country of western Argentina. Each
will have 50 times the sensitivity of
AGASA and should detect rays at a
proportionately greater rate. Mean-
while an upgraded version of the Utah
experiment—the High Resolution Fly’s
Eye—should start scanning the skies lat-
er this year. Theorists will soon need to
be more parsimonious.—George Musser
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B Y  T H E  N U M B E R S

Privacy in the Workplace

The U.S. Constitution gives substantial protection to privacy
in the home but not where Americans make a living. A

1998 survey of 1,085 corporations conducted by the American
Management Association shows that more than 40 percent en-
gaged in some kind of intrusive employee monitoring. Such
monitoring includes checking of e-mail, voice mail and tele-
phone conversations; recording of computer keystrokes; and
video recording of job performance. Random drug testing is
done by 61 percent of those surveyed. Psychological testing,
which often attempts to probe intimate thoughts and attitudes,
is done by 15 percent of corporations. Genetic testing, which cre-
ates the potential for discrimination on a vast scale, is practiced
by only 1 percent but, in the absence of a federal law preventing
the practice, could become
far more widespread if the
cost continues to decline.

According to a 1996 sur-
vey by David F. Linowes
and Ray C. Spencer of the
University of Illinois, a quar-
ter of 84 Fortune 500 com-
panies surveyed released
confidential employee in-
formation to government
agencies without a sub-
poena, and 70 percent gave
out the information to cred-
it grantors. Paradoxically,
about three fourths of com-
panies barred employees
from seeing supervisors’
evaluations of their per-
formance, and one fourth
forbade them from seeing
their own medical records.

Employers are understandably concerned with raising worker
productivity, preventing theft, avoiding legal liability for the ac-
tions of employees and preventing corporate espionage. These
concerns have largely been given far more weight by the courts
than the privacy rights of workers, reflecting the reality that fed-
eral laws generally do not give strong protection to workers. One
of the few exceptions is the Employee Polygraph Protection Act
of 1988, which bars polygraph testing except in certain narrow
circumstances. Many scientists consider polygraph testing to be
unreliable, yet it has been used as the basis for firing employees.

To make up for federal inadequacy, some states have enacted
their own privacy statutes. Federal law takes precedence, but
where state laws provide greater protection, employers are usu-

ally subject to both. The map shows states that ban various activ-
ities, including paper-and-pencil honesty tests, which have not
been scientifically validated. No state gives strong privacy pro-
tection to workers using e-mail, voice mail or the telephone, nor
does any state prohibit intrusive psychological testing. The map
illustrates that state laws provide only spotty overall support for
worker privacy. Surprisingly, it also shows that worker protection
from state laws is weak in the seven states stretching from New
York to Missouri, where unions are strongest.

Can the legitimate concerns of employers be reconciled
with the privacy concerns of workers? In the early 1990s Sena-
tor Paul Simon of Illinois and Representative Pat Williams of
Montana attempted to do just that with the Privacy for Con-

sumers and Workers Act.
Key provisions require that
employers clearly define
their privacy policies, re-
frain from monitoring per-
sonal communication, re-
frain from video monitor-
ing in locker rooms or
bathrooms, and notify
workers when telephone
monitoring is in progress
(except for quality control).
The act, which represented
a compromise by unions,
employees and civil-rights
organizations, was shelved
after the Republicans took
over Congress in 1994.

A leading privacy ac-
tivist, Robert Ellis Smith,
publisher of Privacy Jour-
nal, believes the bill is still

worthy of passage but would add more provisions, such as stipu-
lating that employers would have to spell out in advance the rea-
sons for monitoring, discontinue it when the reasons no longer
apply and destroy tapes of any innocent employee who was
monitored. Linowes and Spencer suggest that any new law reg-
ulating data privacy be backed up with the threat of punitive
damage awards. Lewis Maltby of the American Civil Liberties
Union suggests that unless or until a national workplace privacy
law can be passed, corporations try to be less intrusive. For exam-
ple, they could discontinue video surveillance in locker rooms
and bathrooms and end secret monitoring of employees unless
there is suspicion of severe misconduct.

—Rodger Doyle (rdoyle2@aol.com)
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J
ust back from teaching, James R.
Flynn darts into his office to write
down a revelation about Marx,
free will, Catholicism and the de-

velopment of the steam engine that
came to him in the midst of his lecture.
Busily scribbling, the professor of politi-
cal science at the University of Otago in
Dunedin, New Zealand, declares that
extemporaneous talking leads to cre-
ative thinking and new ideas. His pro-
nouncement made, Flynn—who, it
should be noted, talks for a living—is
ready to discuss the insight that made
him famous: the observation that intelli-
gence quotients, as measured by certain
tests, have been steadily growing since
the turn of the century.

Flynn’s carefully documented findings
have provoked a sort of soul-searching
among many in the psychological and
sociological communities. Before Flynn
published his research in the 1980s, IQ
tests had their critics. In general, howev-
er, the tests were viewed as imperfect yet
highly helpful indicators of a person’s
acuity and various mental abilities or
lack thereof. But after the widespread
discussion of the eponymous Flynn ef-
fect, nothing has been the same. De-
bates roil about what the tests really
measure, what kinds of intelligence
there are, whether racial differences per-
sist and, if IQ truly is increasing, why
and what the political and social impli-
cations are [see “Exploring Intelli-
gence,” the winter 1998 issue of Scien-
tific American Presents].

“It is transforming work,” comments
Ulric Neisser of Cornell University, edi-
tor of The Rising Curve. The recent
book, which emerged from a 1996
American Psychological Association
symposium, reviews the Flynn effect and
the various explanations for it—includ-
ing better nutrition and parenting, more
extensive schooling, improved test-tak-
ing ability, and the impact of the visual
and spatial demands that accompany a
television-laden, video-game-rich world.

Flynn himself doesn’t particularly cot-
ton to any of these explanations. Sitting

in his office amid swells of books and pa-
pers, he looks very much like a wiry, ir-
reverent Poseidon: gray curls, white
beard, pale blue eyes and a kindly, con-
trary demeanor. A trident poses no chal-
lenge to the imagination. If the gains in
intelligence are real, “why aren’t we un-
dergoing a renaissance unparalleled in

human history?” he demands, almost ir-
ritably. “I mean, why aren’t we duplicat-
ing the golden days of Athens or the Ital-
ian Renaissance?”

Flynn’s own humanist beliefs led him
to investigate IQ in the first place. During
the 1950s, he was a civil-rights activist in
Chicago, where he was political action
co-chairman for the university branch of
the NAACP while getting his doctorate.
After that, he taught at Eastern Kentucky
University and chaired the Congress of
Racial Equality in Richmond, Ky. “As a
moral and political philosopher, my main
interest is how you can use reason and
evidence against antihumane ideo-
logues,” he explains. “Prominent among
these are racial ideologues because
racism has been one of the chief chal-
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Intelligence scores are rising, James R. Flynn discovered—
but he remains very sure we’re not getting any smarter

CIVIL-RIGHTS ACTIVISM LED JAMES R. FLYNN
to discover that IQ scores increase with each generation—a strong argument 

for environmental factors, rather than genetic ones.
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lenges to egalitarian ideals over the ages.”
Flynn claims his civil-rights involve-

ment did not prove helpful to a young
academic’s job search. He and his wife,
Emily—whose family had been active in
the Communist Party and who, Flynn
says, was no stranger to persecution—de-
cided to find a country where they could
feel comfortable. They decided on New
Zealand: “It seemed to me much more
like the sort of social democracy that I
would want to live in.”

Once they settled into their new
home and had started raising their two
children, Flynn continued to fight Amer-
ican racism from afar. “I thought that in
order to argue effectively with
racist ideas, I had to look at
the race-IQ debate, the claims
that blacks, on average, are ge-
netically inferior.” He set out
to refute Arthur R. Jensen of
the University of California at
Berkeley, one of the main pro-
ponents of that view. In 1980
Flynn published Race, IQ and
Jensen, and the duel was on. He
decided to follow up with a
short monograph on military
intelligence tests, because he had
a hunch the data had been mis-
handled and that, in fact, black
recruits were making large IQ
gains on whites—a trend that
would support Flynn’s convic-
tion that IQ was linked more to environ-
mental factors than to genetic ones.

Sure enough, Flynn says he found a
mistake in the way that some of the mil-
itary data had been analyzed. But as he
investigated further, he realized that
Jensen and others would dismiss his
findings on the grounds that military in-
telligence tests were—in contrast to oth-
er IQ tests—heavily educationally load-
ed. In other words, education played a
big role in performance. Because black
recruits were better educated in the
1950s than they were in the 1920s, any
rise in their scores could be attributed to
education, not to “real” IQ gains.

Flynn was undeterred. It would be a
simple matter, he thought, to find a test
measuring “genuine” intelligence that
correlated with the military tests, there-
by allowing him to use the data from the
latter. There was no such correlation to
be found, but in the process Flynn un-
earthed a gold mine. He discovered that
certain IQ tests—specifically, the Stan-
ford-Binet and Wechsler series—had new
and old versions and that both were
sometimes given to the same group of

people. In the case of one of the Wech-
sler tests, for instance, the two versions
had been given to the same set of chil-
dren. The children did much better on
the 1949 test than they did on the 1974
one. Everywhere Flynn looked, he no-
ticed that groups performed much more
intelligently on older tests. Americans
had gained about 13.8 IQ points in 46
years, Flynn reported in 1984.

Although other researchers had no-
ticed different aspects of the phe-
nomenon, they had always explained it
away. Flynn did not. “I think the main
reason was that since I wasn’t a psychol-
ogist, I didn’t know what had to be

true,” he muses. “I came as an outsider
and didn’t have any preconceived no-
tions.” (Or, as psychologist Nathan
Brody of Wesleyan University points
out, there is always the explanation that
Flynn, quite simply, “is a very good
scholar with a very critical mind.”)

Critics, including Jensen, responded
by saying that the tests must have higher
educational loading than previously sus-
pected. So Flynn looked at performance
changes in a test called Raven Progres-
sive Matrices, which measures what is
called fluid g: on-the-spot problem solv-
ing that is not educationally or culturally
loaded. These tests use patterns instead
of, say, mathematics or words. “Polar
Eskimos can deal with it,” Flynn notes.
“Kalahari bushmen can deal with it.”
Amazingly, it turned out that the highest
gains were on the Raven. Flynn ob-
served that in 14 countries—today he
has data from at least 20—IQ was grow-
ing anywhere from five to 25 points in
one generation. “The hypothesis that
best fits the results is that IQ tests do not
measure intelligence but rather correlate
with a weak causal link to intelligence,”

Flynn wrote when he published the data.
“So that was the 1987 article,” he says,
laughing, “and it, of course, put the cat
among the pigeons.”

Flynn has recently discovered another
dramatic and puzzling increase in the
scores of one of the Wechsler subtests—

one that measures only verbal ability.
Before this new finding, Flynn points
out, the explanation that the Raven
scores were rising because of video
games or computer use had some plau-
sibility. But now, he says, the mystery
has only deepened.

Despite two decades of jousting with
Jensen, Flynn says he has the deepest re-

gard for the scholar and his
scholarship. “There is a tempta-
tion on the liberal left not to
want to look at the evidence,”
he remarks. “The fact is that if
Arthur Jensen is right, there is a
significant truth here about the
real world to which we must all
adapt.” Flynn says he wants hu-
manitarian egalitarian prin-
ciples to reign “where I have the
guts to face up to the facets of
the real world. And if one of the
facets is that blacks—on aver-
age, not individual—are geneti-
cally inferior for a kind of intel-
ligence that pays dividends in
the computer age, we would do
well to know about it.”

The next question is, of course,
whether he believes such differences
exist. In a flash, a sea change: “No! I
do not!” Flynn nearly roars.

In addition to his ongoing work on
IQ, Flynn has been busy promulgating
his ideals on other fronts. Disappointed
with New Zealand’s slouch toward pure
capitalism, he has sought to stem the
slide by running for Parliament. He has
campaigned, and lost, three times. The
most recent and, he adds, final attempt
was in 1996 for the Alliance Party: “The
only party in New Zealand that still be-
lieves in using taxation as a means of re-
distributing wealth and that still believes
in single-payer health and education.”

Flynn has also just finished a fifth
book, entitled How to Defend Humane
Ideals, that he has been working on in-
termittently for many years. “Probably
no one will be interested in it because
people are much less interested in fun-
damental contributions than spectacu-
lar ones,” Flynn rues. It would seem,
however, that even merely spectacular
results can fundamentally change
things. —Marguerite Holloway
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Parties have a way of generating
outrageous ideas. Most don’t
survive the night, but a scheme

that bubbled to the surface at a 1992
event held by Rodney A. Brooks of the
Massachusetts Institute of Technology is
changing the way researchers think
about thinking. Brooks, the head of
M.I.T.’s artificial intelligence laboratory,
was celebrating the switch-on date of
the fictitious Hal 9000 computer, which
appeared in the movie 2001: A Space
Odyssey. As he reflected that no silicon
brain could yet rival Hal’s slick mendac-
ity, he was seized by the notion of build-
ing a humanoid robot based on bio-
logical principles, rather than on con-

ventional approaches to robot design.
The robot, known as Cog, started to

take shape in the summer of 1993. The
project, which was initially to last five
years, is intended to reveal problems
that emerge in trying to design a
humanoid machine and thereby
elucidate principles of human
cognition. Instead of being pro-
grammed with detailed infor-
mation about its environment
and then calculating how to
achieve a set goal—the modus
operandi of industrial robots—

Cog learns about itself and its
environment by trial and error.
Brooks says that although there
are no near-term practical goals
for Cog technology, it has stimu-
lated “a bunch” of papers.

Central to the plan was that
the robot should (unlike Hal)
look and move something like a
human being, to encourage peo-
ple to interact with it. Tufts Uni-
versity philosopher Daniel C.
Dennett, an informal adviser to
the fluid group of M.I.T. re-

searchers who have worked on Cog, has
stated that the machine “will be con-
scious if we get done all the things we’ve
got written down.” Another principle
guiding the project was that it should

News and Analysis Scientific American January 1999      39

TECHNOLOGY AND BUSINESS

HERE’S 

LOOKING AT YOU

A disarming robot starts to act up

FIELD NOTES

COG, A HUMANOID ROBOT,
can turn to stare at moving objects and reach out
to touch them. Cog’s biologically inspired control

systems produce strangely lifelike movements.

SA
M

O
G

D
EN

Copyright 1998 Scientific American, Inc.



not include a preplanned, or explicit, in-
ternal “model” of the world. Rather the
changes in Cog as it learns are, in the
team’s words, “meaningless without in-
teraction with the outside world.”

A little after the five-year mark, not
even the most enthusiastic fan could ar-
gue that Cog is conscious. Yet it is also
clear that the exercise of building it has
highlighted some intriguing observations.

One day last fall Brian Scassellati and
Cynthia Breazeal of Brooks’s depart-
ment exhibited some of Cog’s tricks. The
machine’s upper-torso humanoid form is
irresistibly reminiscent of C3PO of Star
Wars fame. It has learned how to turn to
fixate on a moving object, first switching
its swiveling eyes, then moving its whole
head to catch up. Cog will imitate a nod
and reach out to touch things with strik-
ingly lifelike arm movements. The move-
ments have a fluidity not usually associ-
ated with machines, because they are
driven by a system that has learned to
exploit the limbs’ natural dynamics.

Cog’s mechanical facility is revealed
in the way it quickly picks up the timing
needed to play with a slinky toy at-
tached to its hands or spontaneously ro-
tates a crank. According to Brooks, a
major milestone in Cog’s development—
that of having multiple systems working
together simultaneously—was set to be
achieved within the next few months.

Plans are under way to provide the
robot with more tactile sensors, a bet-
ter controlled posture and the ability to
distinguish different sound sources.
Cog should then be able to associate a
voice with a human being in its visual
field. There are no plans to add a pre-
made speech-recognition capability,
because that would violate the guiding
philosophy that Cog should learn on
its own.

An expandable stack of high-speed
processors gives Cog enough comput-
ing power to build on its current skills,
Brooks explains. Yet even in its present,
simple incarnation, Cog can elicit unex-
pected behavior from humans. Breazeal
once found herself taking turns with
Cog passing an eraser between them, a
game she had not planned but which
the situation seemed to invite.

Breazeal is now studying emotional
interactions with a disembodied Cog-
type head equipped with expressive
mobile eyelids, ears and a jaw. This
robot, called Kismet, might yield in-
sights that will expand Cog’s mental
horizons. Kismet, unlike Cog, has
built-in drives for social activity, stimu-

lation and fatigue and can create ex-
pressions of happiness, sadness, anger,
fear or disgust. Like a baby, it can ma-
nipulate a soft-hearted human into
providing it with a companionable lev-
el of interaction.

It is clear that Cog is still some years
from mastering more sophisticated be-
haviors. Integrating its subbehaviors
so they do not compete is a difficulty
that has hardly yet been faced. And
Cog has no sense of time. Finding a
good way to provide one is a “real
challenge,” Brooks’s team writes in a

forthcoming publication. Because the
design philosophy requires that Cog
function like a human, a digital clock
is not acceptable.

Cog’s development, it seems, will
prove slower than that of a human in-
fant. Perhaps just as well: the team has
started to consider the complications
that might follow from giving Cog a
sense of sexual identity. But the effort to
make a machine that acts like a human
could yet tell researchers a good deal
about how a human acts that way.

—Tim Beardsley in Cambridge, Mass.

The subject’s condition is im-
proving, but lingering compli-
cations rule out a clean bill of

health—such were the findings of the
comprehensive study Health, United
States, 1998, released by the Depart-
ment of Health and Human Services.
The latest data show that in general
Americans are healthier than ever: the
average life expectancy in the U.S. has
reached an all-time high of 76.1 years.

But some people—namely, the poor
and certain minority ethnic groups—are
still being left behind. For instance, life
expectancy for white Americans is 76.8
years, but for black Americans it stands
at just 70.2 years. In an effort to remedy
the problem, the federal budget for 1999
includes just over $220 million to elimi-
nate inequities in health by 2010. But
even as the initiative proceeds, scientists
are still wrestling with the reasons be-
hind such disparities—making the pros-
pect of devising solutions that much
more difficult.

Inequalities in health are widespread:
AIDS fatalities are disproportionately
high among Latino and African-Ameri-
can men, for example. Infant mortality
is twice as high for blacks as it is for
whites. Hepatitis B is much more prom-
inent among Asian-Americans than it is
in the rest of the population. And on av-
erage, adults with less education have
higher death rates from chronic dis-
eases, communicable diseases and in-

juries than more educated adults do.
The new federal program targets six

areas where disparities are particularly
pronounced—infant mortality, diabetes,
cancer screening and management, heart
disease, HIV/AIDS, and immunizations
for both children and adults. A total of
$156 million will go toward improving
HIV/AIDS prevention and treatment
programs (particularly toward increas-
ing access to the latest, more expensive
drugs) among minority populations. An-
other $65 million has been set aside to
address education, prevention and treat-
ment of all the ailments.

John W. Lynch, a researcher at the
University of Michigan School of Public
Health, has been investigating how
broad societal issues might contribute to
such inequalities. Lynch and his col-
leagues compared mortality rates and in-
come in 282 metropolitan areas across
the U.S. “We’ve known for a long time
that absolute income relates to health,”
Lynch says, referring to the well-docu-
mented observation that people with
low incomes often have more health
problems. But Lynch’s team wondered if
the connection was that simple—poor
people are in poor health—or whether
another determining factor was relative
income, that is, how a person’s financial
standing compares with that of others
in the community.

Using data supplied by the Federal
Office of Management and Budget, the
1990 U.S. Census and the National Cen-
ter for Health Statistics, the Michigan
group discovered that relative income
did indeed correlate with the overall
health of a particular urban area. “We
found that in places with a big gap be-
tween rich and poor, the poor are in
much worse health than when there are
smaller disparities in income,” Lynch ex-
plains. He speculates that as the income
gap grows larger, “there is no incentive
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for the rich to invest in public health
care” or related programs such as public
education and housing. And, he adds,
“where there is a large income inequali-
ty, [there tends to be] a high level of vio-
lent crime.” Not surprisingly, in many
places the lower-income populations
consist largely of minority groups. “We
can’t disentangle racial and economic in-
equality,” Lynch says.

The study also showed that in some of
the most economically divided regions—

such as Pine Bluff, Ark., and Mobile,
Ala.—death rates were much higher than
the national annual average of 850
deaths per 100,000 people. The increase
in mortality—an extra 140 deaths per
100,000 people—is equivalent to the
combined rate of loss of life from lung
cancer, diabetes, motor vehicle accidents,
HIV, infection, suicide and homicide
during 1995.

So in the face of such findings, will
the federal government’s $220 million
really amount to all that much? Gary
C. Dennis, president of the National
Medical Association (NMA), an orga-
nization in Washington, D.C., repre-
senting 22,000 African-American physi-
cians and their patients, says the NMA
applauds the federal initiative but points
to problems—ranging from unhealthy
lifestyles common among members of
poor and minority groups to their lack

of health insurance—that may not re-
ceive adequate attention under the cur-
rent program. Dennis also describes an
emerging trend the NMA is following
closely: some physicians who treat low-
income or minority patients are being
cut from the rosters of certain insurance

companies. “Their patients tend to be
sicker”—and therefore require more ag-
gressive (read expensive) treatments—

“so the doctors don’t look as cost-effec-
tive,” Dennis explains. That clean bill of
health for the country may be a while in
coming. —Sasha Nemecek
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In recent months Britons have been
told they might get the brain-de-
stroying Creutzfeldt-Jakob disease

from eating sheep, a bowel disorder
called Crohn’s disease from drinking pas-
teurized milk and a damaged immune
system from dining on genetically mod-
ified foods. Consumer groups, news-
papers and broadcasters have trumpeted
the scares as though lives were at stake.
Yet in the first two cases, the Depart-
ment of Health described the risk as neg-
ligible, and the genetic crop worry last
August was later admitted to be bogus—
a scientist had muddled the results of a
colleague’s research, confusing rats from
two different experiments.

These incidents were only the latest in

about 15 years of food scares in Brit-
ain—including salmonella in eggs; liste-
ria in cheese; Escherichia coli, antibiotics
and hormones in meat; and pesticide
residues and phthalates (benzene-related
compounds) in just about everything.
And of course, most infamous was the
scare about beef from cows infected
with bovine spongiform encephalopathy
(BSE). Besides creating panic, food
scares can wreak havoc with the agricul-
tural economy—sales of beef have only
recently returned to their pre-BSE levels.

Whereas genuine outbreaks of food
poisoning are not uncommon, the reac-
tions in Britain seem particularly out of
line with the threat. A large part of
that, notes food-safety expert Derek
Burke, stems from the handling of the
BSE outbreak. The ongoing inquiry has
caused the complete collapse of public
faith in food-regulating authorities,
such as the Ministry of Agriculture
Fisheries and Food (MAFF) and the
Department of Health, as well as in pol-
iticians and scientists.

For instance, MAFF admitted that it

knew in 1986 that prions, unusual pro-
teins that are thought to cause BSE,
might be able to infect humans and
cause Creutzfeldt-Jakob. Not until
1989, however, did it introduce legisla-
tion to ban specifically high-risk materi-
al—brains and spleens—and only last
year did it ban the material from use in
pharmaceuticals and cosmetics. More
recently, press reports last September in-
dicated that MAFF turned a blind eye to
abattoirs that flouted BSE safety require-
ments. “It is going to take years to get
rid of that problem” of public mistrust,
says Burke, who served as chairman of
the government’s Advisory Committee
on Novel Foods and Food Processing.

Lynn Frewer agrees. She is head of the
risk perception and communications
group at the Institute of Food Research,
which works for, among others, MAFF
and the European Union in multilateral
research programs. “Fifty years ago sci-
ence was equated with progress. It was
trusted and seen as properly regulated.
But in the past 50 years there have been
many symbols of it getting out of con-

CONSUMING FEARS

In Britain, doubts about science 
allow food scares to flourish

SOCIOLOGY

HEALTH EDUCATION PROGRAMS TARGETED AT MINORITIES
will be part of a new federal initiative to address inequalities in health. 

The program focuses on infant mortality, diabetes, HIV/AIDS and other areas.
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trol, such as DDT, thalidomide and,
more recently, BSE,” she concludes.

Frewer adds another reason for the
escalating concerns about foods. Many
once-feared illnesses, such as polio,
smallpox and scarlet fever, are prevent-
able or curable now. That has prompt-
ed people to magnify other worries in-
stead. Burke quips that there would be
fewer food scares if war broke out.

Although questions of food safety oc-
cur in the U.S., they do not cause as
much panic. Americans hold a less
equivocal attitude toward science than
Britons and other Europeans do. “The

U.S. has never admitted it has any prob-
lems, so the FDA is still widely trusted.
But I do not think its processes are in-
trinsically any better than [those of] the
British,’’ says Burke, who has lived and
worked in the U.S.

That might explain why most Ameri-
cans are not too bothered by genetically
modified foods. The crops—mostly corn,
potatoes and soybeans—are designed to
produce their own insecticide or to with-
stand herbicides and can turn up anony-
mously in such prepared products as
french fries. Because no evidence has
been found that genetically modified

foods are dangerous, the FDA does not
require any special labeling for them.

Britain and most of Europe, however,
feel differently—after all, many argue,
there is no evidence they are safe over
the long term, either. Moreover, trans-
genic crops can lead to unpredictable en-
vironmental consequences: a maize trial,
for instance, ended up killing off
lacewings, which are beneficial crop in-
sects. Prince Charles of Wales summed
up the public mood last June by saying
in the Daily Telegraph that the work
done by genetic engineers was best left
to “God and God alone.’’
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That some real science lingo can be picked up from Star
Trek comes as no surprise. For more than 30 years on tele-

vision and through nine  feature films—the latest of which, Star
Trek: Insurrection, opened December 11—the franchise has
bandied about such abstract concepts as space warps and
quantum singularities so often that they are taken for granted.
And with closed captioning, a viewer could even learn some
Klingon ( ghargh is food best served wriggling, and Qapla’—
success!—is a friendly sign-off). A 1994 report from Purdue Uni-
versity found that students overwhelmingly considered Star
Trek to be the most influen-
tial promoter of their inter-
est in science. But is the
quality of the information
presented something to
worry about?

Apparently not. Although
several books have dissect-
ed Star Trek science (telepor-
tation as energetically im-
possible, for instance), over-
all “a lot of the science has
been pretty good science,”
opines Terence W. Cavan-
augh, who explores teach-
ing methods at the Universi-
ty of South Florida. As such,
it can make for an effective
instructional tool.

In a study last year of sev-
enth-grade schoolchildren,
Cavanaugh found that Star Trek videos proved superior to tradi-
tional educational films as a way to teach science, largely be-
cause, he says, students “had a better attitude” while watching,
for example,  the Enterprise crew explain in one case the chem-
istry of life while fending off attacks from soil-dwelling, non-car-
bon-based organisms. The key was active watching—stopping
the videotape and discussing the concepts; in this way, a single
episode might take up to three days to view. The study shows,
Cavanaugh concludes, that teachers have an alternative to stan-
dard educational films, which generally cost several times more
than a videotape does and are usually harder to obtain. 

For scientific accuracy, the two current Star Trek series (and the
last two feature films) rely on consultant Andre Bormanis. “The
writers are pretty knowledgeable about the basics,” says Bor-
manis, who studied physics and computer science. (He landed
his consultancy in 1993, after writing a screenplay that his agent
took to a story-pitch meeting.) “If they put something in that’s
wrong, they will fix it if I give them an alternative that’s viable.”

Of course, Bormanis gets his share of “gotcha!” letters. He
and the writers try not to repeat errors, although problematic
concepts are sometimes maintained for the sake of story con-

sistency. “Star Trek isn’t no-
ble. It’s not our principal
mission to teach science per
se,” Bormanis observes. “We
certainly want to promote
science and represent it in a
credible fashion.”

Paramount Pictures, Star
Trek’s corporate parent, has
taken science promotion
more seriously of late. Aside
from special media events, it
is backing, with the Plane-
tary Society, a nonprofit or-
ganization based in Pasade-
na, Calif., a project called
SETI@home. This venture in-
vites the public to join in the
search for extraterrestrial in-
telligence. Starting in April,
interested parties will be

able to download a special screensaver for their personal com-
puters (from either www.planetary.org or www.startrek.com). It
contains data collected by the radio antenna at Arecibo Obser-
vatory in Puerto Rico. During idle periods of the user’s machine,
the screensaver would comb through the data, looking for sig-
nals that might be artificial.

Although genuine concepts undergird much of the Star Trek
universe, it’s probably best that the series serve as a conduit for
teaching science, not as a source of it. For young minds learning
about the natural world, Cavanaugh notes, “fun and interesting
can’t hurt in the long run.” Qapla’! —Philip Yam

PROFESSORS WORF AND PICARD 
help to teach science—in this case, from Star Trek: Insurrection.
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Perhaps not surprisingly, then, the ac-
tions of ecoterrorists, who have de-
stroyed at least 30 of more than 300
crop trials in the past few years, take
place in a blaze of admiring publicity.
Prosecutions are rare for fear of copy-

cat action and adverse press. The chem-
ical giant Monsanto, which has trials
all over Britain, has requested injunc-
tions against activist groups such as
Earth First! and Genetix Snowball.

The reactions to the possible hazards

of food, real or imagined, have raised
questions about exactly what the public
should be told and when. Both the scien-
tific community and consumer groups
agree that the current ad hoc system of
reporting food concerns is inadequate.
Real problems could be overlooked. For
instance, a report from the Food Com-
mission, a British lobbying group, states
that some nut imports are contaminated
with deadly aflatoxins, a potent liver
carcinogen. MAFF has admitted the
problem, but the finding has gone al-
most unnoticed and unreported. Tim
Lobstein, co-director of the commission,
pins the blame on the news media.

To streamline food regulation and the
reporting of threats, the government
wants to establish a food standards
agency. Exactly who pays for this agen-
cy and whether the bill authorizing its
creation is passed in the next legislative
session, however, are still up in the air. It
may be a while before Britons look at
their dinner plates without apprehen-
sion once more. —Peta Firth

PETA FIRTH, who was an award-
winning journalist for the Hong Kong
daily newspaper the HK Standard, is a
freelance writer based in London.
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ALTERNATIVES TO BEEF AFTER THE OUTBREAK OF MAD COW DISEASE
were offered to Avon Valley School in Rugby, U.K., in 1996. Fears about the safety 

of meat, dairy products, vegetables and other foods are sweeping Britain.
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Information security is the new
catchphrase at the Pentagon. Every
day the U.S. military grows more re-

liant on information technology for ev-
erything from bookkeeping to battlefield
communications, and every year it
spends more to guard against hackers,
terrorists and other enemies. Information
security is among the few areas of the de-
fense budget that is guaranteed to grow
in coming years; like missile defense, it
shares congressional, Pentagon and de-
fense industry support, and the media
has begun to pay a great deal of attention
to hackers who penetrate military World
Wide Web sites and other threats.

But George Smith, who edits the Crypt
Newsletter, an on-line publication cover-
ing information warfare and security is-
sues, suggests that the government may
be overstating the threat. “It is far from
proved that the country is at the mercy
of possible devastating computerized at-
tacks,” he wrote in last fall’s Issues in Sci-
ence & Technology. Although threats
exist, he contends that the “time and ef-
fort expended in dreaming up potentially
catastrophic information warfare scenar-
ios could be better spent implementing
consistent and widespread policies and
practices in basic computer security.”

On the surface, it seems that the Pen-
tagon is doing just that. Earlier this year
a group of senior Defense Department
officials gathered together in the recess-
es of the Pentagon to review what low-
er-level officers said was a grave and
growing threat—one the military had
helped create. The leaders were shown
how, with a modicum of surfing, one
could gather from the Internet unlisted
telephone numbers and other personal
information about top officials, in addi-
tion to other “sensitive” data that might
interest potential saboteurs. It was ap-
parently an effective presentation. On
September 24, Deputy Defense Secretary
John Hamre issued a directive instruct-
ing all military services and agencies to
“ensure national security is not compro-
mised or personnel placed at risk” by in-
formation on Pentagon sites. If that
sounds perfectly reasonable, it is. For
years the military has had policies in
place that demand no less. So why the
new emphasis on security?

It’s hard to fathom. In six years as a
Pentagon reporter I’ve seen dozens of
classified documents, but none of them
were found on the Internet. In fact, many
of the scores of military Web sites I fre-
quent are months out-of-date and utterly
lacking in anything that could compro-
mise national security.

The Internet, Hamre points out, pro-
vides an excellent way to inform the
public about what the Pentagon is do-
ing, which he says is “fundamental to
the American democratic process.” The
trick, he adds, is to guarantee that mili-
tary sites are “carefully balanced against
the potential security and privacy risks
created by having aggregated DOD data
more readily accessible to a worldwide
audience.”

The key words here are “aggregated”
and “more readily accessible.” Pentagon
leaders lately have come to believe that
by adding together bits of unclassified
data culled from different Web sites, ter-

rorists could discover vulnerabilities that
would otherwise remain unexposed.

But because the Pentagon has always
demanded that only unclassified infor-
mation be made available on its Web
sites, the new security guidelines have es-
sentially fostered a novel kind of military
secrecy. It has decreed that, in some cases,
unclassified information available to the
public on paper cannot be made public
electronically. “It’s as though they are
making a new category of information
that is sufficiently boring to be passed out
in hard copy but is too sensitive to be
available in soft copy,” says John Pike of
the Federation of American Scientists.

William M. Arkin, an army veteran,

defense analyst and editor of U.S. Mili-
tary Online, thinks the Pentagon has
grossly misjudged both the power of the
Internet and the military’s ability to con-
trol it. He contends that there is “too
much information about all of us floating
in the public domain” but adds that
much of it can be found on commercial,
not military, sites.

Arkin and Pike probably spend more
time on military Web sites than anyone
else; both say they rarely come across
much worth worrying about. Both be-
lieve personal information doesn’t be-
long on military Web sites, but they are
concerned that the new security guide-
lines are so broad that information with
“public policy significance” will be kept
off the Web. “It’s easy to be risk-averse
to the point of being uncommunica-
tive,” Arkin says. Pike concurs; he de-
clares the Pentagon issued its new policy
not because of any new threats but out
of “a desire to show vigilance, coupled
with a profound lack of understanding
of information and computer security.”

Pike and Arkin are especially critical
of the army for its reaction to the new
policy. Hours after the directive was is-
sued, the army—alone among Pen-
tagon components—shut down all of
its nearly 1,000 Web sites without
warning or explanation. Many were
back within a few days, but six weeks
later a significant number of sites still
weren’t available. Of those that were,
some were stripped of data that in no
way seemed to meet the Pentagon’s

definition of sensitive information.
Of course, people like Pike and Ark-

in—and defense reporters—have always
disagreed with the Pentagon about how
much information should be made pub-
lic. And the Internet has become a crucial
tool for journalists everywhere—we’re
never pleased when access is restricted.
But we’ll survive. A few years ago I need-
ed to get a comment on a hot story from
a four-star member of the Joint Chiefs of
Staff, and I needed it fast. Because I was
on deadline and it was after normal
business hours, I was forced to call him
at home. So to get his telephone number,
I turned to the most sophisticated, pub-
licly accessible source I had. I dialed in-
formation. —Daniel G. Dupont

DANIEL G. DUPONT edits Inside the

Pentagon, an independent newsletter, and
Inside Defense, an on-line news service. 
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At a conference last May entitled “The Missing Energy
in the Universe,” cosmologists took a vote. Did they

believe recent observations of distant exploding
stars, which implied—in defiance of all expectations—that the
universe is growing at an ever faster rate? Although as-
tronomers have known since the 1920s that the universe is en-
larging in size, pushing galaxies ever farther apart, they have al-
ways assumed that this expansion is mellowing out as gravity
exerts its force of restraint. If in fact the growth is accelerating,
the universe must be filled with some unknown form of matter
or energy whose gravity repels rather than attracts. Hitherto
unseen energy is, well, a repulsive thought for physicists. And
yet of the 60 researchers present for the vote, 40 said they ac-
cepted the new findings.

Astronomers had suspected for more than a decade that
all was not well in the halls of modern cosmology. When ob-
servers totted up the ordinary matter in the universe, it fell
short of the amount needed to slow the cosmic expansion as
predicted by the theory of inflation, an elegant explanation
of the earliest stages of the big bang. Until now, the evidence
against the theory has never been strong enough to over-
come its advantages. But today even the theorists accept
that something is amiss. At the very least, the expansion is
not decelerating as rapidly as once thought. Either scientists
must reconcile themselves to kooky energy, or they must
modify or abandon inflation.

In this issue, SCIENTIFIC AMERICAN presents three sides of the
story. First, three observers relate how and why their work on
supernovae has caused such commotion. Then a theorist ex-
plains why these results attest to an ethereal energy that
threads empty space. Finally, a pair of cosmologists offer an-
other interpretation that extends the theory of inflation to
times “before” the big bang. —The Editors

REVOLUTION IN COSMOLOGY
SPECIAL REPORT

Copyright 1998 Scientific American, Inc.



Along time ago (some five billion years),
in a galaxy far, far away (about 2,000
megaparsecs), a long-dead star explod-

ed with a flash brighter than a billion suns. Its light
spread out across space, fading and stretching with
the expanding cosmos, before some of it finally
reached the earth. Within 10 minutes during one
dark night in 1997, a few hundred photons from
this supernova landed on the mirror of a telescope
in Chile. A computer at the observatory then creat-
ed a digital image that showed the arrival of this
tiny blip of light. Though not very impressive to
look at, for us this faint spot was a thrilling sight—
a new beacon for surveying space and time.

We and our colleagues around the world have
tracked the arrival of light from several dozen such
supernovae and used these observations to map the
overall shape of the universe and to chronicle its
expansion. What we and another team of as-
tronomers have recently discerned challenges
decades of conventional wisdom: it seems the uni-
verse is bigger and emptier than suspected. More-
over, its ongoing expansion is not slowing down as
much as many cosmologists had anticipated; in
fact, it may be speeding up.

Star Warps

The history of cosmic expansion has been of
keen interest for most of this century, because

it reflects on both the geometry of the universe
and the nature of its constituents—matter, light
and possibly other, more subtle forms of energy.
Albert Einstein’s general theory of relativity knits
together these fundamental properties of the uni-
verse and describes how they affect the motion of
matter and the propagation of light, thereby of-
fering predictions for concrete things that as-
tronomers can actually measure.

Before the publication of Einstein’s theory in
1916 and the first observations of cosmic expan-
sion during the following decade, most scientists
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Surveying Space-time with  
Exploding stars seen across immense distances 
show that the cosmic expansion may be accelerating—
a sign that the universe may be driven apart 
by an exotic new form of energy

by Craig J. Hogan, Robert P. Kirshner and Nicholas B. Suntzeff
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thought the universe stayed the same size. Indeed, Ein-
stein himself distrusted his equations when he realized
they implied a dynamic universe. But new measure-
ments of galactic motions by Edwin P. Hubble and oth-

ers left no doubt: faint, distant galaxies were flying
away from the earth faster than bright, nearby
ones, matching the predictions of general relativity
for a universe that grows and carries galaxies far-
ther apart. These researchers determined the out-
ward velocities of galaxies from the shift of visible
spectral lines to longer wavelengths (so-called red-
shifts). Though often ascribed to the Doppler
effect—the phenomenon responsible for changing
the pitch of a passing train whistle or car horn—the
cosmological redshift is more correctly thought of
as a result of the ongoing expansion of the universe,
which stretches the wavelength of light passing be-
tween galaxies. Emissions from more distant ob-
jects, having traveled for a greater time, become
more redshifted than radiation from nearer sources.

The technology of Hubble’s day limited the initial
probing of cosmic expansion to galaxies that were
comparatively close. In the time it took light from
these nearby galaxies to reach the earth, the uni-
verse had expanded by only a small fraction of its
overall size. For such modest changes, redshift is di-
rectly proportional to distance; the fixed ratio of the
two is called Hubble’s constant and denotes the
current rate of cosmic expansion. But astronomers
have long expected that galaxies farther away
would depart from this simple relation between
redshift and distance, either because the pace of ex-
pansion has changed over time or because the inter-
vening space is warped. Measuring this effect thus
constitutes an important goal for cosmologists—but
it is a difficult one, for it requires the means to de-
termine the distances to galaxies situated tremen-
dously far away.

WHERE’S THE SUPERNOVA? This pair of images,
made by the authors’ team using the four-meter-di-
ameter Blanco Telescope at Cerro Tololo Inter-Amer-
ican Observatory in Chile, provided first evidence of
one supernova. In the image at the right, obtained
three weeks after the one at the left, the supernova
visibly (but subtly) alters the appearance of one of the
galaxies. Can you find it? Some differences are
caused by varying atmospheric conditions. To check
your identification, consult the key on the next page.
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Hubble and other pioneers estimated distances to various gal-
axies by assuming that they all had the same intrinsic bright-
ness. According to their logic, ones that appeared bright were
comparatively close and the ones that appeared dim were far
away. But this methodology works only crudely, because galax-
ies differ in their properties. And it fails entirely for distant
sources whose light takes so long to reach the earth that it re-
veals the faraway galaxies as they were billions of years ago
(that is, in their youth), because their intrinsic brightness could
have been quite different from that of more mature galaxies
seen closer to home. It is difficult to disentangle these evolution-
ary changes from the effects of the expansion, so astronomers
have long sought other “standard candles” whose intrinsic
brightness is better known.

To be visible billions of light-years away, these beacons must be
very bright. During the early 1970s, some cosmic surveyors tried
using quasars, which are immensely energetic sources (probably
powered by black holes swallowing stars and gas). But the
quasars they studied proved even more diverse than galaxies
and thus were of little use. 

About the same time, other astronomers began exploring the
idea of using supernovae—exploding stars—as standard candles
for cosmological studies. That approach was controversial be-
cause supernovae, too, show wide variation in their properties.
But in the past decade research by members of our team has en-
abled scientists to determine the intrinsic brightness of one kind
of supernova—type Ia—quite precisely.

Death Star

What is a type Ia supernova? Essentially, it is the blast that
occurs when a dead star becomes a natural thermonucle-

ar bomb.  Spectacular as this final transformation is, the progen-
itor begins its life as an ordinary star, a stable ball of gas whose
outer layers are held up by heat from steady nuclear reactions in
its core, which convert hydrogen to helium, carbon, oxygen,
neon and other elements. When the star dies, the nuclear ashes
coalesce into a glowing ember, compressed by gravity to the size
of the earth and a million times the density of ordinary matter.

Most such white dwarf stars simply cool and fade away, dying
with a whimper. But if one is orbiting near another star, it can
slurp up material from its companion and become denser and
denser until a runaway thermonuclear firestorm ignites. The nu-
clear cataclysm blows the dwarf star completely apart, spewing
out material at about 10,000 kilometers per second. The glow of
this expanding fireball takes about three weeks to reach its maxi-
mum brightness and then declines over a period of months.

These supernovae vary slightly in their brilliance, but there is a
pattern: bigger, brighter explosions last somewhat longer than
fainter ones. So by monitoring how long they last, astronomers
can correct for the differences and deduce their inherent bright-
ness to within 12 percent. Over the past decade studies of nearby
type Ia supernovae with modern detectors have made these flash-
es the best calibrated standard candles known to astronomers.

One of these candles lights up somewhere in a typical gal-
axy about once every 300 years. Although such stellar explo-
sions in our own Milky Way are rare celestial events, if you
monitor a few thousand other galaxies, you can expect that
about one type Ia supernova will appear every month. In-
deed, there are so many galaxies in the universe that, some-
where in the sky, supernovae bright enough to study erupt
every few seconds. All astronomers have to do is find them
and study them carefully. For the past few years, that effort
has occupied both our research group, dubbed the “High-Z
Team” (for the letter that astronomers use to denote red-
shift), a loose affiliation organized in 1995 by Brian P.
Schmidt of Mount Stromlo and Siding Spring Observatories
in Australia, and a competing collaboration called the Super-
nova Cosmology Project, which began in 1988 and is led by
Saul Perlmutter of Lawrence Berkeley National Laboratory.

Although the two teams have independent programs, they
are exploiting the same fundamental advance: the deployment
of large electronic light detectors on giant telescopes, a combi-
nation that produces digital images of faint objects over sizable
swaths of the sky. A prime example of this new technology (one
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DISTANT SUPERNOVA, with a redshift of z = 0.66, appears
by the arrow. The explosion of this star affects just a few
picture elements in the image taken after the event.
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that has served both teams) is the Big Throughput Camera,
which was developed by Gary M. Bernstein of the University of
Michigan and J. Anthony Tyson of Lucent Technologies. When
this camera is placed at the focus of the four-meter Blanco Tele-
scope at Cerro Tololo Inter-American Observatory in Chile, a
single exposure covers an area about as big as the full moon
and creates a picture of about 5,000 galaxies in 10 minutes.

Finding distant supernovae is just a matter of taking images
of the same part of the sky a few weeks apart and searching
for changes that might be exploding stars. Because the digital
light detectors can count the number of photons in each pic-
ture element precisely, we simply subtract the first image from
the second and look for significant differences from zero. Be-
cause we are checking thousands of galaxies in each image
pair, we can be confident that the search of multiple pairs will
find many supernovae—as long as the weather is good. Fortu-
nately, the location of the observatory, in the foothills of the
Andes on the southern fringe of Chile’s Atacama Desert (one
of the driest places in the world), usually provides clear skies.
Betting that we will make some good discoveries, we schedule
observing time in advance on a battery of other telescopes
around the world so that follow-up measurements can start
before the supernovae fade away.

In practice, the search for exploding stars in the heavens
whips up its own burst of activity on the ground, because we
must acquire and compare hundreds of large, digital images
at a breakneck pace. We commandeer computers scattered
throughout the Cerro Tololo observatory for the tasks of
aligning the images, correcting for differences in atmospheric
transparency and image size, and subtracting the two scans. If
all goes well, most of the galaxies disappear, leaving just a lit-
tle visual “noise” in the difference of the two images. Larger

signals indicate some new or changing object, such as variable
stars, quasars, asteroids—and in a few cases, supernovae.

Our software records the position of new objects and at-
tempts to identify which are truly supernovae. But the automat-
ed tests are imperfect, and we must scrutinize the images by eye
to decide whether a putative supernova is real. Because we must
immediately pursue our discoveries with other telescopes, the
analysis must be done quickly. During these exhausting times,
the observatory becomes a sweatshop of astronomers and visit-
ing students, who work around the clock for days at a stretch,
sustained by enthusiasm and Chilean pizza.

We next target the best supernova candidates with the
largest optical instruments in the world, the recently construct-
ed Keck telescopes in Hawaii. These critical observations es-
tablish whether or not the objects discovered are in fact type Ia
supernovae, gauge their intrinsic brightness more exactly and
determine their redshifts.

On the Dark Side

Others in our group, working with telescopes in Australia,
Chile and the U.S., also follow these supernovae to track

how their brilliance peaks and then slowly fades. The observ-
ing campaign for a single supernova spans months, and the
final analysis often has to wait a year or more, when the light
of the exploded star has all but disappeared, so we can obtain
a good image of its host galaxy. We use this final view to sub-
tract the constant glow of the galaxy from the images of the
supernova. Our best measurements come from the Hubble
Space Telescope, which captures such fine details that the ex-
ploding star stands out distinctly from its host galaxy.

The two teams have now studied a total of a few score high-
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COSMIC EXPANSION could, in theory, follow one of three simple patterns: it
may be constant (left), decelerating (center) or accelerating (right). In each case, a
given portion of the universe grows in size as time passes (from bottom to top). But
the age of the universe—the time elapsed since the beginning of the expansion—is
greater for an accelerating universe and less for a decelerating universe, compared
with the constant expansion case. D
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redshift supernovae, ones that erupted between four and seven
billion years ago, when the universe was between one half and
two thirds of its present age. Both groups were hit with a major
surprise: the supernovae are fainter than expected. The differ-
ence is slight, the distant supernovae being, on average, only 25
percent dimmer than forecast. But this result is enough to call
long-standing cosmological theories into question.

Before drawing any sweeping conclusions, astronomers on
both teams have been asking themselves whether there is a
prosaic explanation for the relative dimness of these distant
supernovae. One culprit could be murkiness caused by cos-
mic dust, which might screen out some of the light. We think
we can discount this possibility, however, because dust grains
would tend to filter out blue light more than red, causing the
supernovae to appear redder than they really are (in the same
way that atmospheric dust colors the setting sun). We ob-
serve no such alteration. Also, we would expect that cosmic
dust, unless it is spread very smoothly throughout space,
would introduce a large amount of variation in the measure-
ments, which we do not see either.

Another possible disturbance is gravitational lensing, the
bending of light rays as they skirt galaxies en route. Such lens-
ing occasionally causes brightening, but most often it causes
demagnification and thus can contribute to the dimness of dis-
tant supernovae. Yet calculations show that this effect becomes
important only for sources located even farther away than the
supernovae we are studying, so we can dismiss this complica-
tion as well.

Finally, we worried that the distant supernovae are some-
how different from the nearby ones, perhaps forming from
younger stars that contain fewer heavy elements than is typical
in more mature galaxies. Although we cannot rule out this
possibility, our analysis already tries to take such differences
into account. These adjustments appear to work well when we
apply them to nearby galaxies, which range widely in age,
makeup and the kinds of supernovae seen.

Because none of these mundane effects fits the new observa-

tions, we and many other scientists are now led to think that
the unexpected faintness of distant supernovae is indeed
caused by the structure of the cosmos. Two different properties
of space and of time might be contributing.

First, space might have negative curvature. Such warping is
easier to comprehend with a two-dimensional analogy. Crea-
tures living in a perfectly flat, two-dimensional world (like the
characters in Edwin A. Abbott’s classic novel Flatland) would
find that a circle of radius r has a circumference of exactly 2πr.
But if their world were subtly bent into a saddle shape, it
would have a slight negative curvature [see “Inflation in a
Low-Density Universe,” by Martin A. Bucher and David N.
Spergel, on page 62]. The two-dimensional residents of Sad-
dleland might be oblivious to this curvature until they mea-
sured a large circle of some set radius and discovered that its
circumference was greater than 2πr.

Most cosmologists have assumed, for various theoretical
reasons, that our three-dimensional space, like Flatland, is not
curved. But if it had negative curvature, the large sphere of ra-
diation given off by an ancient supernova would have a greater
area than it does in geometrically flat space, making the source
appear strangely faint.

A second explanation for the unexpected dimness of distant
supernovae is that they are farther away than their redshifts
suggest. Viewed another way, supernovae located at these
enormous distances seem to have less redshift than anticipated.
To account for the smaller redshift, cosmologists postulate that
the universe must have expanded more slowly in the past than
they had expected, giving less of an overall stretch to the uni-
verse and to the light traveling within it.

The Force

What is the significance of the cosmic expansion slowing
less quickly than previously thought? If the universe is

made of normal matter, gravity must steadily slow the expan-
sion. Little slowing, as indicated by the supernovae measure-

Surveying Space-time with Supernovae50 Scientific American January 1999

RUBBER BAND EXPERIMENT shows
the linear relation between recession ve-
locity and distance. Here two snapshots
are shown of a rubber band pulled up-
ward at a certain rate. The velocity of dif-
ferent points marked on the band is given
by the length of the colored arrows. For
example, the point closest to the origin
moves the least during the interval be-
tween snapshots, so its velocity is the
smallest (yellow arrow). In contrast, the
farthest point moves the most, so its ve-
locity is the highest (violet arrow). The
slope of the resulting line is the rate of ex-
pansion (left graph). If the rate changes
over time, the slope, too, will change
(right graph). Earlier times plot toward
the upper right, because light from more
distant objects takes longer to reach the
earth, the origin of the plot. If the rate was
slower in the past—indicating that the ex-
pansion has been accelerating—the line
will curve upward (red line). If the rate
was faster—as in a decelerating expan-
sion—it will curve downward (blue line).
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ments, thus implies that the overall density of matter in the uni-
verse is low.

Although this conclusion undermines theoretical preconcep-
tions, it agrees with several other lines of evidence. For example,
astronomers have noted that certain stars appear to be older
than the accepted age of the universe—a clear impossibility. But
if the cosmos expanded more slowly in the past, as the super-
novae now indicate, the age of the universe must be revised up-
ward, which may resolve the conundrum. The new results also
accord with other recent attempts to ascertain the total amount
of matter, such as studies of galaxy clusters [see “The Evolution
of Galaxy Clusters,” by J. Patrick Henry, Ulrich G. Briel and
Hans Böhringer; Scientific American, December 1998].

What does the new understanding of the density of matter
in the universe say about its curvature? According to the prin-
ciples of general relativity, curvature and deceleration are con-
nected. To paraphrase John A. Wheeler, formerly at Princeton
University: matter tells space-time how to curve, and space-
time tells matter how to move. A small density of matter im-
plies negative curvature as well as little slowing. If the universe
is nearly empty, these two dimming effects are both near their
theoretical maximum.

The big surprise is that the supernovae we see are fainter
than predicted even for a nearly empty universe (which has
maximum negative curvature). Taken at face value, our obser-
vations appear to require that expansion is actually accelerat-

ing with time. A universe composed only of
normal matter cannot grow in this fashion, be-
cause its gravity is always attractive. Yet accord-
ing to Einstein’s theory, the expansion can speed
up if an exotic form of energy fills empty space
everywhere. This strange “vacuum energy” is
embodied in Einstein’s equations as the so-
called cosmological constant. Unlike ordinary
forms of mass and energy, the vacuum energy
adds gravity that is repulsive and can drive the
universe apart at ever increasing speeds [see
“Cosmological Antigravity,” by Lawrence M.
Krauss, on page 52]. Once we admit this ex-
traordinary possibility, we can explain our ob-
servations perfectly, even assuming the flat ge-
ometry beloved of theorists.

Evidence for a strange form of energy impart-
ing a repulsive gravitational force is the most in-
teresting result we could have hoped for, yet it is
so astonishing that we and others remain suit-
ably skeptical. Fortunately, advances in the
technology available to astronomers, such as
new infrared detectors and the Next Genera-
tion Space Telescope, will soon permit us to test
our conclusions by offering greater precision
and reliability. These marvelous instruments
will also allow us to perceive even fainter bea-
cons that flared still longer ago in galaxies that
are much, much farther away.
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SUPERNOVA OBSERVATIONS by the authors’ team (red dots) deviate
slightly but significantly from the pattern that many theoreticians expected—

namely, a fairly rapid deceleration (blue line) that should occur if the universe
is “flat” and has no cosmological constant. These observations indicate that
the universe has only 20 percent of the matter necessary to make it flat,
because it is decelerating more slowly than predicted (black line). The
measurements even suggest that expansion is accelerating, perhaps because of
a nonzero cosmological constant (red line). SA
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Novelist and social critic George Orwell wrote in
1946, “To see what is in front of one’s nose re-
quires a constant struggle.” These words aptly

describe the workings of modern cosmology. The universe is
all around us—we are part of it—yet scientists must some-
times look halfway across it to understand the processes that
led to our existence on the earth. And although researchers
believe that the underlying principles of nature are simple,
unraveling them is another matter. The clues in the sky can
be subtle. Orwell’s adage is doubly true for cosmologists
grappling with the recent observations of exploding stars
hundreds of millions of light-years away. Contrary to most
expectations, they are finding that the expansion of the uni-
verse may not be slowing down but rather speeding up.

Astronomers have known that the visible universe is ex-
panding since at least 1929, when Edwin P. Hubble demon-
strated that distant galaxies are moving apart as they would
if the entire cosmos were uniformly swelling in size. These
outward motions are counteracted by the collective gravity
of galaxy clusters and all the planets, stars, gas and dust they
contain. Even the minuscule gravitational pull of, say, a pa-
per clip retards cosmic expansion by a slight amount. A
decade ago a congruence of theory and observations sug-
gested that there were enough paper clips and other matter
in the universe to almost, but never quite, halt the expan-
sion. In the geometric terms that Albert Einstein encour-
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SO-CALLED EMPTY SPACE is actually filled with elementary
particles that pop in and out of existence too quickly to be de-
tected directly. Their presence is the consequence of a basic prin-
ciple of quantum mechanics combined with special relativity:
nothing is exact, not even nothingness. The aggregate energy
represented by these “virtual” particles, like other forms of ener-
gy, could exert a gravitational force, which could be either at-
tractive or repulsive depending on physical principles that are
not yet understood. On macroscopic scales the energy could act
as the cosmological constant proposed by Albert Einstein.

Antigravity
The long-derided cosmological 
constant—a contrivance of 
Albert Einstein’s that represents 
a bizarre form of energy inherent 
in space itself—is one of two 
contenders for explaining changes
in the expansion rate of the universe
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aged cosmologists to adopt, the universe seemed to be “flat.”
The flat universe is an intermediate between two other

plausible geometries, called “open” and “closed.” In a cos-
mos where matter does battle with the outward impulse
from the big bang, the open case represents the victory of ex-
pansion: the universe would go on expanding forever. In the
closed case, gravity would have the upper hand, and the uni-
verse would eventually collapse again, ending in a fiery “big
crunch.” The open, closed and flat scenarios are analogous
to launching a rocket faster than, slower than or exactly at
the earth’s escape velocity—the speed necessary to overcome
the planet’s gravitational attraction.

That we live in a flat universe, the perfect bal-
ance of power, is one of the hallmark predic-
tions of standard inflationary theory, which
postulates a very early period of rapid expan-
sion to reconcile several paradoxes in the con-
ventional formulation of the big bang. Al-
though the visible contents of the cosmos are
clearly not enough to make the universe flat, ce-
lestial dynamics indicate that there is far more
matter than meets the eye. Most of the material
in galaxies and assemblages of galaxies must be
invisible to telescopes. Over a decade ago I ap-
plied the term “quintessence” to this so-called
dark matter, borrowing a term Aristotle used
for the ether—the invisible material supposed to
permeate all of space [see “Dark Matter in the
Universe,” by Lawrence M. Krauss; Scientific
American, December 1986].

Yet an overwhelming body of evidence now
implies that even the unseen matter is not
enough to produce a flat universe. Perhaps the
universe is not flat but rather open, in which
case scientists must modify—or discard—infla-
tionary theory [see “Inflation in a Low-Densi-
ty Universe,” by Martin A. Bucher and David
N. Spergel, on page 62]. Or maybe the uni-
verse really is flat. If that is so, its main con-
stituents cannot be visible matter, dark matter
or radiation. Instead the universe must be com-
posed largely of an even more ethereal form of

energy that inhabits empty space, including that which is in
front of our noses.

Fatal Attraction

The idea of such energy has a long and checkered history,
which began when Einstein completed his general theory

of relativity, more than a decade before Hubble’s convincing
demonstration that the universe is expanding. By tying to-
gether space, time and matter, relativity promised what had
previously been impossible: a scientific understanding not
merely of the dynamics of objects within the universe but of
the universe itself. There was only one problem. Unlike other
fundamental forces felt by matter, gravity is universally at-
tractive—it only pulls; it cannot push. The unrelenting gravi-
tational attraction of matter could cause the universe to col-
lapse eventually. So Einstein, who presumed the universe to
be static and stable, added an extra term to his equations, a
“cosmological term,” which could stabilize the universe by
producing a new long-range force throughout space. If its
value were positive, the term would represent a repulsive
force—a kind of antigravity that could hold the universe up
under its own weight.

Alas, within five years Einstein abandoned this kludge, which
he associated with his “biggest blunder.” The stability offered
by the term turned out to be illusory, and, more important, evi-
dence had begun to mount that the universe is expanding. As
early as 1923, Einstein wrote in a letter to mathematician Her-
mann Weyl that “if there is no quasi-static world, then away
with the cosmological term!” Like the ether before it, the term
appeared to be headed for the dustbin of history.

Physicists were happy to do without such an intrusion. In the
general theory of relativity, the source of gravitational forces
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LETTER FROM EINSTEIN, then at the Prussian Academy of
Sciences in Berlin, to German mathematician Hermann Weyl
concedes that a universe of unchanging size would be prone to
expansion or collapse: “In the De Sitter universe two fluid and
unstable distinct points separate at an accelerated pace. If there
is no quasi-static world, then away with the cosmological term!”
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Types of Matter

Likely Main Approximate 
Type Composition Evidence Contribution to Ω

Visible  matter Ordinary matter Telescope observations 0.01
(composed mainly of 
protons and neutrons) 
that forms stars, dust 
and gas

Baryonic Ordinary matter that is Big bang nucleosynthesis 0.05
dark matter too dim to see, perhaps calculations and observed 

brown or black dwarfs deuterium abundance
(massive compact halo 
objects, or MACHOs)

Nonbaryonic Exotic particles such as Gravity of visible matter 0.3
dark matter “axions,” neutrinos with is insufficient to account 

mass or weakly interacting for orbital speeds of stars 
massive particles (WIMPs) within galaxies and of

galaxies within clusters

Cosmological Cosmological constant Microwave background 0.6
“dark matter” (energy of empty space) suggests cosmos is flat, but 

there is not enough baryonic 
or nonbaryonic matter to 
make it so

CONTENTS OF THE UNIVERSE include billions and billions of galaxies,
each one containing an equally mind-boggling number of stars. Yet the bulk
seems to consist of “dark matter” whose identity is still uncertain. The cosmo-
logical constant, if its existence is confirmed, would act like a yet more exotic
form of dark matter on cosmological scales. The quantity omega, Ω, is the ratio
of the density of matter or energy to the density required for flatness.
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(whether attractive or repulsive) is energy. Matter is simply one
form of energy. But Einstein’s cosmological term is distinct. The
energy associated with it does not depend on position or time—

hence the name “cosmological constant.” The force caused by
the constant operates even in the complete absence of matter or
radiation. Therefore, its source must be a curious energy that
resides in empty space. The cosmological constant, like the
ether, endows the void with an almost metaphysical aura. With
its demise, nature was once again reasonable.

Or was it? In the 1930s glimmers of the cosmological
constant arose in a completely independent context: the ef-
fort to combine the laws of quantum mechanics with Ein-
stein’s special theory of relativity. Physicists Paul A. M.
Dirac and later Richard Feynman, Julian S. Schwinger and
Shinichiro Tomonaga showed that empty space was more
complicated than anyone had previously imagined. Elemen-
tary particles, it turned out, can spontaneously pop out of
nothingness and disappear again, if they do so for a time so
short that one cannot measure them directly [see “Exploit-
ing Zero-Point Energy,” by Philip Yam; Scientific Ameri-
can, December 1997]. Such virtual particles, as they are
called, may appear as far-fetched as angels sitting on the
head of a pin. But there is a difference. The unseen particles
produce measurable effects, such as alterations to the ener-
gy levels of atoms as well as forces between nearby metal
plates. The theory of virtual particles agrees with observa-
tions to nine decimal places. (Angels, in contrast, normally
have no discernible effect on either
atoms or plates.) Like it or not,
empty space is not empty after all.

Virtual Reality

If virtual particles can change the
properties of atoms, might they

also affect the expansion of the uni-
verse? In 1967 Russian astrophysi-
cist Yakov B. Zeldovich showed
that the energy of virtual particles
should act precisely as the energy
associated with a cosmological con-
stant. But there was a serious prob-
lem. Quantum theory predicts a
whole spectrum of virtual particles,
spanning every possible wavelength.
When physicists add up all the ef-
fects, the total energy comes out in-
finite. Even if theorists ignore quan-
tum effects smaller than a certain
wavelength—for which poorly un-
derstood quantum gravitational ef-
fects presumably alter things—the
calculated vacuum energy is rough-
ly 120 orders of magnitude larger
than the energy contained in all the
matter in the universe.

What would be the effect of such
a humongous cosmological con-
stant? Taking a cue from Orwell’s
maxim, you can easily put an obser-
vational limit on its value. Hold out
your hand and look at your fingers.
If the constant were as large as

quantum theory naively suggests, the space between your
eyes and your hand would expand so rapidly that the light
from your hand would never reach your eyes. To see what is
in front of your face would be a constant struggle (so to
speak), and you would always lose. The fact that you can see
anything at all means that the energy of empty space cannot
be large. And the fact that we can see not only to the ends of
our arms but also to the far reaches of the universe puts an
even more stringent limit on the cosmological constant: al-
most 120 orders of magnitude smaller than the estimate men-
tioned above. The discrepancy between theory and observa-
tion is the most perplexing quantitative puzzle in physics to-
day [see “The Mystery of the Cosmological Constant,” by
Larry Abbott; Scientific American, May 1988].

The simplest conclusion is that some as yet undiscovered
physical law causes the cosmological constant to vanish. But
as much as theorists might like the constant to go away, vari-
ous astronomical observations—of the age of the universe,
the density of matter and the nature of cosmic structures—all
independently suggest that it may be here to stay.

Determining the age of the universe is one of the long-
standing issues of modern cosmology. By measuring the ve-
locities of galaxies, astronomers can calculate how long it
took them to arrive at their present positions, assuming they
all started out at the same place. For a first approximation,
one can ignore the deceleration caused by gravity. Then the
universe would expand at a constant speed and the time in-

terval would just be the ratio of the
distance between galaxies to their
measured speed of separation—that
is, the reciprocal of the famous Hub-
ble constant. The higher the value of
the Hubble constant, the faster the
expansion rate and hence the younger
the universe.

Hubble’s first estimate of his epony-
mous constant was almost 500 kilo-
meters per second per megaparsec—

which would mean that two galaxies
separated by a distance of one mega-
parsec (about three million light-
years) are moving apart, on average,
at 500 kilometers per second. This
value would imply a cosmic age of
about two billion years, which is in
painful contradiction with the known
age of the earth—about four billion
years. When the gravitational attrac-
tion of matter is taken into account,
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DEMONSTRATION OF CASIMIR EFFECT is
one way that physicists have corroborated the
theory that space is filled with fleeting “virtual
particles.” The Casimir effect generates forces
between metal objects—for instance, an attrac-
tive force between parallel metal plates (above).
Loosely speaking, the finite spacing of the plates
prevents virtual particles larger than a certain
wavelength from materializing in the gap.
Therefore, there are more particles outside the
plates than between them, an imbalance that
pushes the plates together (right). The Casimir
effect has a distinctive dependence on the shape
of the plates, which allows physicists to tease it
out from other forces of nature.
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the analysis predicts that objects moved faster early on, tak-
ing even less time to get to their present positions than if their
speed had been constant. This refinement reduces the age esti-
mate by one third, unfortunately worsening the discrepancy.

Over the past seven decades, astronomers have improved
their determination of the expansion rate, but the tension be-
tween the calculated age of the universe and the age of ob-
jects within it has persisted. In the past decade, with the
launch of the Hubble Space Telescope and the development
of new observational techniques, disparate measurements of
the Hubble constant are finally beginning to converge.
Wendy L. Freedman of the Carnegie Observatories and her
colleagues have inferred a value of 73 kilometers per second
per megaparsec (with a most likely range, depending on ex-
perimental error, of 65 to 81) [see “The Expansion Rate and
Size of the Universe,” by Wendy L. Freedman; Scientific
American, November 1992]. These results put the upper
limit on the age of a flat universe at about 10 billion years.

The Age Crisis

Is that value old enough? It depends on the age of the oldest
objects that astronomers can date. Among the most an-

cient stars in our galaxy are those found in tight groups
known as globular clusters, some of which are located in the
outskirts of our galaxy and are thus thought to have formed
before the rest of the Milky Way. Estimates of their age,
based on calculations of how fast stars burn their nuclear
fuel, traditionally ranged from 15 to 20 billion years. Such
objects appeared to be older than the universe.

To determine whether this age conflict was the fault of cos-
mology or of stellar modeling, in 1995 my colleagues—Brian
C. Chaboyer, then at the Canadian Institute of Theoretical As-
trophysics, Pierre Demarque of Yale University and Peter J.
Kernan of Case Western Reserve University—and I reassessed
the globular cluster ages. We simulated the life cycles of three
million different stars whose properties spanned the existing
uncertainties, and then compared our model stars with those
in globular clusters. The oldest, we concluded, could be as
young as 12.5 billion years old, which was still at odds with
the age of a flat, matter-dominated universe.

But two years ago the Hipparcos satellite, launched by the
European Space Agency to measure the locations of over
100,000 nearby stars, revised the distances to these stars and,
indirectly, to globular clusters. The new distances affected es-
timates of their brightness and forced us to redo our analysis,
because brightness determines the rate at which
stars consume fuel and hence their life spans.
Now it seems that globulars could, at the limit of
the observational error bars, be as young as 10
billion years old, which is just consistent with the
cosmological ages.

But this marginal agreement is uncomfortable,
because it requires that both sets of age estimates
be near the edge of their allowed ranges. The only
thing left that can give is the assumption that we
live in a flat, matter-dominated universe. A lower
density of matter, signifying an open universe with
slower deceleration, would ease the tension some-
what. Even so, the only way to lift the age above
12.5 billion years would be to consider a universe
dominated not by matter but by a cosmological
constant. The resulting repulsive force would

cause the Hubble expansion to accelerate over time. Galaxies
would have been moving apart slower than they are today,
taking longer to reach their present separation, so the universe
would be older.

The current estimates of age are merely suggestive. Mean-
while other pillars of observational cosmology have recently
been shaken, too. As astronomers have surveyed ever larger
regions of the cosmos, their ability to tally up its contents has
improved. Now the case is compelling that the total amount
of matter is insufficient to yield a flat universe.

This cosmic census first involves calculations of the synthesis
of elements by the big bang. The light elements in the cosmos—
hydrogen and helium and their rarer isotopes, such as deuteri-
um—were created in the early universe in relative amounts that
depended on the number of available protons and neutrons, the
constituents of normal matter. Thus, by comparing the abun-
dances of the various isotopes, astronomers can deduce the to-
tal amount of ordinary matter that was produced in the big
bang. (There could, of course, also be other matter not com-
posed of protons and neutrons.)

The relevant observations took a big step forward in 1996
when David R. Tytler and Scott Burles of the University of Cal-
ifornia at San Diego and their colleagues measured the primor-
dial abundance of deuterium using absorption of quasar light
by intergalactic hydrogen clouds. Because these clouds have
never contained stars, their deuterium could only have been
created by the big bang. Tytler and Burles’s finding implies that
the average density of ordinary matter is between 4 and 7 per-
cent of the amount needed for the universe to be flat.

Astronomers have also probed the density of matter by
studying the largest gravitationally bound objects in the uni-
verse: clusters of galaxies. These groupings of hundreds of
galaxies account for almost all visible matter. Most of their
luminous content takes the form of hot intergalactic gas,
which emits x-rays. The temperature of this gas, inferred
from the spectrum of the x-rays, depends on the total mass of
the cluster: in more massive clusters, the gravity is stronger
and hence the pressure that supports the gas against gravity
must be larger, which drives the temperature higher. In 1993
Simon D. M. White, now at the Max Planck Institute for As-
trophysics in Garching, Germany, and his colleagues compiled
information about several different clusters to argue that lumi-
nous matter accounted for between 10 and 20 percent of the
total mass of the objects. When combined with the measure-
ments of deuterium, these results imply that the total density of
clustered matter—including protons and neutrons as well as
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MEASUREMENTS of the contribution to Ω from matter are in rough con-
cordance. Although each measurement has its skeptics, most astronomers now
accept that matter alone cannot make Ω equal to 1. But other forms of ener-
gy, such as the cosmological constant, may also pitch in. 

Summary of Inferred Values of Cosmic Matter Density

Observation Ωmatter

Age of universe <1

Density of protons and neutrons 0.3–0.6

Galaxy clustering 0.3–0.5

Galaxy evolution 0.3–0.5

Cosmic microwave background radiation <~1

Supernovae type Ia 0.2–0.5
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MAP OF MODELS shows how the unfolding of the universe de-
pends on two key cosmological quantities: the average density of
matter (horizontal axis) and the density of energy in the cosmologi-
cal constant (vertical axis). Their values, given here in standard cos-
mological units, have three distinct effects. First, their sum (which
represents the total cosmic energy content) determines the geometry
of space-time (yellow line). Second, their difference (which repre-

sents the relative strength of expansion and gravity) determines how
the expansion rate changes over time (blue line). These two effects
have been probed by recent observations (shaded regions). The
third, a balance of the two densities, determines the fate of the uni-
verse (red line). The three effects have many permutations—unlike
the view of cosmology in which the cosmological constant is as-
sumed to be zero and there are only two possible outcomes.
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more exotic particles such as certain dark-matter candidates—
is at most 60 percent of that required to flatten the universe.

A third set of observations, ones that also bear on the dis-
tribution of matter at the largest scales, supports the view
that the universe has too little mass to make it flat. Perhaps
no other subfield of cosmology has advanced so much in the
past 20 years as the understanding of the origin and nature
of cosmic structures. Astronomers had long assumed that
galaxies coalesced from slight concentrations of matter in
the early universe, but no one knew what would have pro-
duced such undulations. The development of the inflation-
ary theory in the 1980s provided the first plausible mecha-
nism—namely, the enlargement of quantum fluctuations to
macroscopic size.

Numerical simulations of the growth of structures follow-
ing inflation have shown that if dark matter was not made
from protons and neutrons but from some other type of par-
ticle (such as so-called WIMPs), tiny ripples in the cosmic mi-
crowave background radiation could grow into the struc-
tures now seen. Moreover, concentrations of matter should
still be evolving into clusters of galaxies if the overall density
of matter is high. The relatively slow growth of the number
of rich clusters over the recent history of the universe sug-
gests that the density of matter is less than 50 percent of that
required for a flat universe [see “The Evolution of Galaxy
Clusters,” by J. Patrick Henry, Ulrich G. Briel and Hans
Böhringer; Scientific American, December 1998].

Nothing Matters

These many findings that the universe has too little mat-
ter to make it flat have become convincing enough to

overcome the strong theoretical prejudice against this possi-
bility. Two interpretations are viable: either the universe is
open, or it is made flat by some additional form of energy
that is not associated with ordinary matter. To distinguish
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COSMIC COINCIDENCE is one of many
mysteries swirling about the cosmological
constant. The average density of ordinary
matter decreases as the universe expands
(red). The equivalent density represented by
the cosmological constant is fixed (black). So
why, despite these opposite behaviors, do the
two have nearly the same value today? The
consonance is either happenstance, a precon-
dition for human existence (an appeal to the
weak anthropic principle) or an indication of
a mechanism not currently envisaged.

The Fate of the Universe

The cosmological constant changes the usual simple
picture of the future of the universe. Traditionally, cos-

mology has predicted two possible outcomes that depend
on the geometry of the universe or, equivalently, on the aver-
age density of matter. If the density of a matter-filled universe
exceeds a certain critical value, it is “closed,” in which case it
will eventually stop expanding, start contracting and ulti-
mately vanish in a fiery apocalypse. If the density is less than
the critical value, the universe is “open” and will expand forev-
er. A “flat” universe, for which the density equals the critical
value, also will expand forever but at an ever slower rate.

Yet these scenarios assume that the cosmological con-
stant equals zero. If not, it—rather than matter—may control
the ultimate fate of the universe. The reason is that the con-
stant, by definition, represents a fixed density of energy in
space. Matter cannot compete: a doubling in radius dilutes
its density eightfold. In an expanding universe the energy
density associated with a cosmological constant must win
out. If the constant has a positive value, it generates a long-
range repulsive force in space, and the universe will contin-
ue to expand even if the total energy density in matter and
in space exceeds the critical value. (Large negative values of
the constant are ruled out because the resulting attractive
force would already have brought the universe to an end.)

Even this new prediction for eternal expansion assumes
that the constant is indeed constant, as general relativity
suggests that it should be. If in fact the energy density of
empty space does vary with time, the fate of the universe
will depend on how it does so. And there may be a prece-
dent for such changes—namely, the inflationary expansion
in the primordial universe. Perhaps the universe is just now
entering a new era of inflation, one that may eventually
come to an end. —L.M.K.
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between these alternatives, astronomers have been pushing
to measure the microwave background at high resolution.
Initial indications now favor a flat universe. Meanwhile re-
searchers studying distant supernovae have provided the
first direct, if tentative, evidence that the expansion of the
universe is accelerating, a telltale sign of a cosmological con-
stant with the same value implied by the other data [see
“Surveying Space-time with Supernovae,” by Craig J.
Hogan, Robert P. Kirshner and Nicholas B. Suntzeff, on
page 46]. Observations of the microwave background and
of supernovae illuminate two different aspects of cosmology.
The microwave background reveals the geometry of the uni-
verse, which is sensitive to the total density of energy, in
whatever form, whereas the supernovae directly probe the
expansion rate of the universe, which depends on the differ-
ence between the density of matter (which slows the expan-
sion) and the cosmological constant (which can speed it up). 

Together all these results suggest that the constant con-
tributes between 40 and 70 percent of the energy needed to
make the universe flat [see illustration on page 57]. Despite
the preponderance of evidence, it is worth remembering the
old saw that an astronomical theory whose predictions agree
with all observations is probably wrong, if only because
some of the measurements or some of the predictions are
likely to be erroneous. Nevertheless, theorists are already
scrambling to understand what 20 years ago would have
been unthinkable: a cosmological constant greater than zero
yet much smaller than current quantum theories predict.
Some feat of fine-tuning must subtract virtual-particle ener-
gies to 123 decimal places but leave the 124th untouched—a
precision seen nowhere else in nature.

One direction, explored recently by Steven Weinberg of the
University of Texas at Austin and his colleagues, invokes the
last resort of cosmologists, the anthropic principle. If the ob-
served universe is merely one of an infinity of disconnected
universes—each of which might have slightly different con-
stants of nature, as suggested by some incarnations of infla-
tionary theory combined with emerging ideas of quantum
gravity—then physicists can hope to estimate the magnitude
of the cosmological constant by asking in which universes in-
telligent life is likely to evolve. Weinberg and others have ar-
rived at a result that is compatible with the apparent magni-
tude of the cosmological constant today.

Most theorists, however, do not find these notions convinc-
ing, as they imply that there is no reason for the constant to
take on a particular value; it just does. Although that argu-

ment may turn out to be true, physicists have not yet exhaust-
ed the other possibilities, which might allow the constant to
be constrained by fundamental theory rather than by accidents
of history [see “The Anthropic Principle,” by George Gale;
Scientific American, December 1981].

Another direction of research follows in a tradition estab-
lished by Dirac. He argued that there is one measured large
number in the universe—its age (or, equivalently, its size). If
certain physical quantities were changing over time, they
might naturally be either very large or very small today [see
“P. A. M. Dirac and the Beauty of Physics,” by R. Corby
Hovis and Helge Kragh; Scientific American, May 1993].
The cosmological constant could be one example. It might
not, in fact, be constant. After all, if the cosmological con-
stant is fixed and nonzero, we are living at the first and only
time in the cosmic history when the density of matter, which
decreases as the universe expands, is comparable to the en-
ergy stored in empty space. Why the coincidence? Several
groups have instead imagined that some form of cosmic en-
ergy mimics a cosmological constant but varies with time.

This concept was explored by P. James E. Peebles and
Bharat V. Ratra of Princeton University a decade ago. Mo-
tivated by the new supernova findings, other groups have
resurrected the idea. Some have drawn on emerging con-
cepts from string theory. Robert Caldwell and Paul J. Stein-
hardt of the University of Pennsylvania have reproposed
the term “quintessence” to describe this variable energy. It
is one measure of the theoretical conundrum that the dark
matter that originally deserved this term now seems almost
mundane by comparison. As much as I like the word, none
of the theoretical ideas for this quintessence seems com-
pelling. Each is ad hoc. The enormity of the cosmological-
constant problem remains.

How will cosmologists know for certain whether they have
to reconcile themselves to this theoretically perplexing uni-
verse? New measurements of the microwave background,
the continued analysis of distant supernovae and measure-
ments of gravitational lensing of distant quasars should be
able to pin down the cosmological constant over the next
few years. One thing is already certain. The standard cosmol-
ogy of the 1980s, postulating a flat universe dominated by
matter, is dead. The universe is either open or filled with an
energy of unknown origin. Although I believe the evidence
points in favor of the latter, either scenario will require a dra-
matic new understanding of physics. Put another way, “noth-
ing” could not possibly be more interesting.
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Cosmology has a reputation as a difficult science, but
in many ways explaining the whole universe is
easier than understanding a single-celled animal.

On the largest cosmic scales, where stars, galaxies and even
galaxy clusters are mere flecks, matter is spread out evenly.
And it is governed by only one force, gravity. These two basic
observations—large-scale uniformity and the dominance of
gravity—are the basis of the big bang theory, according to
which our universe has been expanding for the past 12 bil-
lion years or so. Despite its simple underpinnings, the theory
is remarkably successful in explaining the velocity of galaxies
away from one another, the relative amounts of light ele-
ments, the dim microwave glow in the sky and the general
evolution of astronomical structures. The unfolding of the
cosmos, it seems, is almost completely insensitive to the de-
tails of its contents. Unfortunately for biologists, the same
principle does not apply to even the simplest organism.

Yet there are paradoxes inherent in the big bang theory.
Two decades ago cosmologists resolved these troubling in-
consistencies by incorporating ideas from particle physics—

giving rise to the theory of “inflation.” But now this elabora-
tion is itself facing a crisis, brought on by recent observations
that contradict its prediction for the average density of
matter in the cosmos. Cosmologists are realizing that the uni-
verse may not be quite so simple as they had thought. Either
they must posit the existence of an exotic form of matter or
energy, or they must add a layer of complexity to the theory

of inflation. In this article we will focus on the second option.
Strictly speaking, the big bang theory does not describe the

birth of the universe, but rather its growth and maturation.
According to the theory, the infant universe was an extremely
hot, dense cauldron of radiation. A part of it, a chunk smaller
than a turnip, eventually enlarged into the universe observable
today. (There are other parts of the universe, perhaps infinite in
extent, that we cannot see, because their light has not yet had
time to reach the earth.) The idea of an expanding universe can
be confusing; even Albert Einstein initially regarded it with sus-
picion. When the cosmos expands, the distance between any
two independent objects increases. Distant galaxies move
apart because the space between them is getting larger of its
own accord, just as raisins move apart in a rising loaf of bread. 

A natural consequence of the expansion of a uniform uni-
verse is Hubble’s law, whereby galaxies are moving away
from the earth (or from any other point in the universe) at
speeds proportional to their distance. Not all objects in the
universe obey this law, because mutual gravitational attrac-
tion fights against the swelling of space. For example, the sun
and the earth are not moving apart. But it holds on the
largest scales. In the simplest version of the big bang, the ex-
pansion has always proceeded at much the same rate.

In the Beginning, Paradox

As the youthful universe expanded, it cooled, thinned out
and became increasingly complex. Some of the radiation

condensed into the familiar elementary particles and simple
atomic nuclei. Within roughly 300,000 years, the temperature
had dropped to 3,000 degrees Celsius, cool enough for the
electrons and protons to combine and form hydrogen atoms.
At this moment the universe became transparent, setting loose
the famous cosmic microwave background radiation. The ra-
diation is very smooth, indicating that the density of matter in
different regions of the early universe varied by only one part
in 100,000. Tiny though these differences were, the slight con-
centrations eventually grew into galaxies and galaxy clusters
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 Low-Density Universe
Evidence has gradually accumulated that the universe has 
less matter, and therefore is expanding faster, than the theory
of inflation traditionally predicts. But a more sophisticated 
version of the theory readily explains the observations

by Martin A. Bucher and David N. Spergel

BUBBLE UNIVERSES are self-contained universes that grow
within a larger and otherwise empty “multiverse.” True to the
weirdness of relativity, time and space have different meanings in-
side and outside each bubble; time, as perceived inside, increases
toward the center of the bubble; the wall of the bubble represents
the big bang for that universe. Of course, this painting depicts an
impossible perspective. Even if an observer could exist outside the
bubble, he or she or it could not peer inside, because the bubble
expands at the speed of light. Such ideas may sound like science
fiction, but so does any other cutting-edge science.A
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[see “The Evolution of the Universe,” by P. James E. Peebles,
David N. Schramm, Edwin L. Turner and Richard G. Kron;
Scientific American, October 1994].

Despite its successes, the standard big bang theory cannot
answer several profound questions. First, why is the universe
so uniform? Two regions on opposite sides of the sky look
broadly the same, yet they are separated by more than 24 bil-
lion light-years. Light has been traveling for only about 12
billion years, so the regions have yet to see each other. There
has never been enough time for matter, heat or light to flow
between them and homogenize their density and temperature
[see illustration on page 69] . Somehow the uniformity of the
universe must have predated the expansion, but the theory
does not explain how.

Conversely, why did the early universe have any density
variations at all? Fortunately, it did: without these tiny undu-
lations, the universe today would still be of uniform density—

a few atoms per cubic meter—and neither the Milky Way nor
the earth would exist.

Finally, why is the rate of cosmic expansion just enough to
counteract the collective gravity of all the matter in the uni-
verse? Any significant deviation from perfect balance would
have magnified itself over time. If the expansion rate had
been too large, the universe today would seem nearly devoid
of matter. If gravity had been too strong, the universe would
have already collapsed in a big crunch, and you would not be
reading this article.

Cosmologists express this question in terms of the variable
omega, Ω, the ratio of gravitational energy to kinetic energy
(that is, the energy contained in the motion of matter as
space expands). The variable is proportional to the density of
matter in the universe—a higher density means stronger
gravity, hence a larger Ω. If Ω equals one, its value never
changes; otherwise it rapidly decreases or increases in a self-
reinforcing process, as either kinetic or gravitational energy
comes to dominate. After billions of years, Ω should effec-
tively be either zero or infinity. Because the current density of
the universe is (thankfully) neither zero nor infinity, the orig-
inal value of Ω must have been exactly one or extraordinarily
close to it (within one part in 1018). Why? The big bang theory
offers no explanation apart from dumb luck.

These shortcomings do not invalidate the theory—which
neatly explains billions of years of cosmic history—but they
do indicate that it is incomplete. To fill in the gap, in the
early 1980s cosmologists Alan H. Guth, Katsuhiko Sato,
Andrei D. Linde, Andreas Albrecht and Paul J. Steinhardt
developed the theory of inflation [see “The Inflationary Uni-
verse,” by Alan H. Guth and Paul J. Steinhardt; Scientific
American, May 1984].

The price paid for resolving the paradoxes is to make big
bang theory more complicated. The inflationary theory postu-
lates that the baby universe went through a period of very
rapid expansion (hence the name). Unlike conventional big
bang expansion, which decelerates over time, the inflationary
expansion accelerated. It pushed any two independent objects
apart at an ever increasing clip—eventually faster than light.
This motion did not violate relativity, which prohibits bodies
of finite mass from moving through space faster than light.
The objects, in fact, stood still relative to the space around
them. It was space itself that came to expand faster than light.

Such rapid expansion early on explains the uniformity of
the universe seen today. All parts of the visible universe were
once so close together that they were able to attain a

common density and temperature. During inflation, different
parts of this uniform universe fell out of touch; only later,
after inflation ended, did light have time to catch up with the
slower, big bang expansion. If there is any nonuniformity in
the broader universe, it has yet to come into view.

Fieldwork

To bring about the rapid expansion, inflationary theory
adds a new element to cosmology, drawn from particle

physics: the “inflaton” field. In modern physics, elementary
particles, such as protons and electrons, are represented by
quantum fields, which resemble the familiar electric, mag-
netic and gravitational fields. A field is simply a function of
space and time whose oscillations are interpreted as particles.
Fields are responsible for the transmission of forces.

The inflaton field imparts an “antigravity” force that stretch-
es space. Associated with a given value of the inflaton field is a
potential energy. Much like a ball rolling down a hill, the
inflaton field tries to roll toward the bottom of its potential [see
illustration below]. But the expansion of the universe introduces
what may be described as a cosmological friction, impeding the
descent. As long as the friction dominates, the inflaton field is
almost stuck in place. Its value is nearly constant, so the anti-
gravity force gains in strength relative to gravity—causing the
distance between once nearby objects to increase at ever faster
rates. Eventually the field weakens and converts its remaining
energy into radiation. Afterward the expansion of the universe
continues as in the standard big bang.

Cosmologists visualize this process in terms of the shape of
the universe. According to Einstein’s general theory of rela-
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INFLATON FIELD, the origin of the force that caused space to ex-
pand, behaved like a ball rolling down a hill: it sought to minimize its
potential energy (vertical axis) by changing its value (horizontal axis).
The field began high up the hill because of quantum processes at the
dawn of time. In standard inflation (left), the field then rolled straight
to its lowest value. But in open inflation (right), it got caught in a
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tivity, gravity is a geometric effect: matter and energy warp
the fabric of space and time, distorting the paths that objects
follow. The overall expansion of the universe, which itself is
a kind of bending of space and time, is controlled by the
value of Ω [see box on page 67]. If Ω is greater than one, the
universe has a positive curvature, like the surface of an or-
ange but in three spatial dimensions (the spherical, or
“closed,” geometry). If Ω is less than one, the universe has a
negative curvature, like a potato chip (the hyperbolic, or
“open,” geometry). If it equals one, the universe is flat, like a
pancake (the usual Euclidean geometry).

Inflation flattens the observable universe. Whatever the ini-
tial shape of the universe, the rapid expansion bloats it to
colossal size and pushes most of it out of sight. The small vis-
ible fraction might seem flat, just as a small part of the earth’s
surface seems flat. Inflation thus pushes the observed value of
Ω toward one. At the same time, any initial irregularities in
the density of matter and radiation get evened out.

So in standard inflationary theory, cosmic flatness and uni-
formity are linked. For the universe to be as homogeneous as it
is, the theory says the universe should be very, very flat, with Ω
equal to one within one part in 100,000. Any deviation from
exact flatness should be utterly impossible for astronomers to
detect. Thus, for most of the past two decades observational
flatness has been viewed as a firm prediction of the theory.

And that is the problem. A wide variety of astronomical ob-
servations, involving galaxy clusters and distant supernovae,
now suggest that gravity is too weak to combat the expan-
sion. If so, the density of matter must be less than predicted—

with Ω equal to about 0.3. That is, the universe might be
curved and open. There are three ways to interpret this result.

The first is that inflationary theory is completely wrong. But if
cosmologists abandon inflation, the formidable paradoxes so
nicely resolved by the theory would reappear, and a new
theory would be required. No such alternative is known.

A second interpretation takes heart from the accelerating ex-
pansion inferred from the observations of distant supernovae
[see “Surveying Space-time with Supernovae,” by Craig J.
Hogan, Robert P. Kirshner and Nicholas B. Suntzeff, on page
46]. Such expansion hints at additional energy in the form of a
“cosmological constant.” This extra energy would act as a
weird kind of matter, bending space much as ordinary matter
does. The combined effect would be to flatten space, in which
case the inflationary theory has nothing to worry about [see
“Cosmological Antigravity,” by Lawrence M. Krauss, on page
52]. But the inference of the cosmological constant is plagued
by uncertainties about dust and the nature of the stars that un-
dergo supernova explosions. So cosmologists are keeping their
options open (so to speak).

Bubble Universes

Athird path is to take the observations at face value and
ask whether a flat universe really is an inevitable conse-

quence of inflation. This approach involves yet another exten-
sion of the theory to still earlier times, with some new com-
plexity. The route was first mapped in the early 1980s by
Sidney R. Coleman and Frank de Luccia of Harvard Univer-
sity and J. Richard Gott III of Princeton University. Ignored for
over a decade, the ideas were recently developed by one of us
(Bucher), along with Neil G. Turok, now at the University of
Cambridge, and Alfred S. Goldhaber of the State University of
New York at Stony Brook, and by Misao Sasaki and Takahiro
Tanaka, now at Osaka University, and Kazuhiro Yamamoto of
Kyoto University. Linde and his collaborators have also pro-
posed some concrete models and extensions of these ideas.

If the inflaton field had a different potential-energy func-
tion, inflation would have bent space in a precise and pre-
dictable way—leaving the universe slightly curved rather than
exactly flat. In particular, suppose the potential-energy func-
tion had two valleys—a false (local) minimum as well as a true
(global) minimum [see illustration at left] . As the inflaton
field rolled down, the universe expanded and became uni-
form. But then the field got stuck in the false minimum. Physi-
cists call this state the “false vacuum,” and any matter and ra-
diation in the cosmos were almost entirely replaced by the
energy of the inflaton field. The fluctuations inherent in
quantum mechanics caused the inflaton field to jitter and ulti-
mately enabled it to escape from the false minimum—just as
shaking a pinball machine can free a trapped ball.

The escape, called false-vacuum decay, did not occur every-
where at the same time. Rather it first took place at some
random location and then spread. The process was analo-
gous to bringing water to a boil. Water heated to its boiling
point does not instantaneously turn into steam everywhere.
First, because of the random motion of atoms, scattered bub-
bles nucleate throughout the liquid—rather like the burbling
of a pot of soup. Bubbles smaller than a certain minimum
size collapse because of surface tension. But in larger bub-
bles, the energy difference between the steam and the super-
heated water overcomes surface tension; these bubbles ex-
pand at the speed of sound in water.

In false-vacuum decay, quantum fluctuations played the
role of the random atomic motion, causing bubbles of true
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valley, or “false minimum.” Throughout most of the universe it stayed
there, and inflation never ended. In a few lucky regions, the field “tun-
neled” out of its valley and completed its descent. One such region be-
came the bubble in which we live. In both styles of inflation, once the
field approached its final resting place, it sloshed back and forth, filling
space with matter and radiation. The big bang had begun.
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vacuum to nucleate. Surface tension destroyed most of the
bubbles, but a few managed to grow so large that quantum
effects became unimportant. With nothing to oppose them,
their radius continued to increase at the speed of light. As the
outside wall of a bubble passed through a point in space, the
inflaton field at that point was jolted out of the false minimum
and resumed its downward descent. Thereafter the space in-
side the bubble inflated much as in standard inflationary
theory. The interior of this bubble corresponds to our uni-
verse. The moment that the inflaton field broke out of its false
minimum corresponds to the big bang in older theories.

For points at different distances from the center of nucle-
ation, the big bang occurred at different times. This disparity
seems strange, to say the least. But careful examination of the
inflaton field reveals what went on. The inflaton acted as a
chronometer: its value at a given point represented the time
elapsed since the big bang occurred at that point. Because of
the time lag in the commencement of the big bang, the value of
the inflaton was not the same everywhere; it was highest at the
wall of the bubble and fell steadily toward the center. Mathe-
matically, the value of the inflaton was constant on surfaces
with the shape of hyperbolas [see illustration below].

The value of the inflaton is no mere abstraction. It deter-
mined the basic properties of the universe inside the bubble—

namely, its average density and the temperature of the cosmic
background radiation (today 2.7 degrees C above absolute
zero). Along a hyperbolic surface, the density, temperature
and elapsed time were constant. These surfaces are what ob-
servers inside the bubble perceive as constant “time.” It is not
the same as time experienced outside the bubble.

How is it possible for something so fundamental as time to
be different on the inside and on the outside? Based on the
understanding of space and time before Einstein’s theories of
relativity, such a feat would indeed have seemed impossible.
But in relativity, the distinction between space and time blurs.
What any observer calls “space” and “time” is largely a
matter of convenience. Loosely speaking, time represents the
direction in which things change, and change inside the
bubble is driven by the inflaton.

Bounded in a Nutshell

According to relativity, the universe has four dimensions—

three for space, one for time. Once the direction of time
is determined, the three remaining directions must be spatial;
they are the directions in which time is constant. Therefore, a
bubble universe seems hyperbolic from the inside. For us, to
travel out in space is, in effect, to move along a hyperbola. To
look backward in time is to look toward the wall of the
bubble. In principle, we could look outside the bubble and
before the big bang, but in practice, the dense, opaque early
universe blocks the view.

This melding of space and time allows an entire hyperbolic
universe (whose volume is infinite) to fit inside an expanding
bubble (whose volume, though increasing without limit, is
always finite). The space inside the bubble is actually a blend
of both space and time as perceived outside the bubble. Be-
cause external time is infinite, so is internal space.

The seemingly bizarre concept of bubble universes frees
inflationary theory from its insistence that Ω equal one. Al-
though the formation of the bubble created hyperbolas, it said
nothing about their precise scale. The scale is instead deter-
mined by the details of the inflaton potential, and it varies over
time in accordance with the value of Ω. Initially, Ω inside the
bubble equals zero. During inflation, its value increases, ap-
proaching one. Thus, hyperbolas start off with an abrupt bend
and gradually flatten out. The inflaton potential sets the rate
and duration of flattening. Eventually inflation in the bubble
comes to an end, at which point Ω is poised extremely near but
very slightly below one. Then Ω starts to decrease. If the dura-
tion of inflation inside the bubble is just right (to within a few
percent), the current value of Ω will match the observed value.

At first glance the process may seem baroque, but the main
conclusion is simple: the uniformity and geometry of the uni-
verse need not be linked. Instead they could result from dif-
ferent stages of inflation: uniformity, from inflation before
the nucleation of the bubble; geometry, from inflation within
the bubble. Because the two properties are not intertwined,
the need for uniformity does not determine the duration of
inflation, which lasts just long enough to give the hyperbolas
the desired degree of flatness.

In fact, this formulation is a straightforward extension of
the big bang theory. The standard view of inflation describes
what happened just before the conventional big bang expan-
sion. The new conception, known as open inflationary theory,
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INFINITE UNIVERSE IN FINITE SPACE? This seemingly para-
doxical arrangement is possible because space and time are per-
ceived differently outside (top) and inside (bottom) the bubble uni-
verse. Here, time—as seen by exterior observers—marches upward.
Space, by definition, is any line or surface that connects points at a
certain time (horizontal lines). The bubble looks finite. Interior ob-
servers, however, are aware only of elapsed time, the amount that
has passed since the bubble first arrived at a given position. As
elapsed time increases, temperature decreases—which impels phys-
ical change (hot is yellow; cool is black). Surfaces of constant
elapsed time are hyperbolas, which bend upward and never touch
the bubble wall. Points inside move apart because of cosmic expan-
sion (dotted lines). Thus we count ourselves kings of infinite space.
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THREE GEOMETRIES are shown here from two different perspectives: a
hypothetical outside view that ignores, for the sake of illustration, one of the
spatial dimensions (left column) and an inside view that shows all three di-
mensions as well as a reference framework (right column). The outside view
is useful for seeing the basic geometric rules. The inside view reveals the ap-
parent sizes of objects (which, in these diagrams, are the same actual size) at
different distances. Here objects and framework redden with distance.

Flat space obeys the familiar rules of Euclidean geometry. The angular size
of identical spheres is inversely proportional to distance—the usual van-
ishing-point perspective taught in art class.

Spherical space has the geometric properties of a globe. With increasing dis-
tance, the spheres at first seem smaller. They reach a minimum apparent size
and subsequently look larger. (Similarly, lines of longitude emanating from a
pole separate, reach a maximum separation at the equator and then refocus
onto the opposite pole.) This framework consists of dodecahedra.

Hyperbolic space has the geometry of a saddle. Angular size shrinks much
more rapidly with distance than in Euclidean space. Because angles are more
acute, five cubelike objects fit around each edge, rather than only four.

The Geometry of the Universe

I f the universe had an “outside” and
people could view it from that perspec-

tive, cosmology would be much easier.
Lacking these gifts, astronomers must infer
the basic shape of the universe from its geo-
metric properties. Everyday experience indi-
cates that space is Euclidean, or “flat,” on
small scales. Parallel lines never meet, trian-
gles span 180 degrees, the circumference of
a circle is 2πr, and so on. But it would be
wrong to assume that the universe is Eu-
clidean on large scales, just as it would be
wrong to conclude that the earth is flat just
because a small patch of it looks flat.

There are two other possible three-dimen-
sional geometries consistent with the obser-
vations of cosmic homogeneity (the equiva-
lence of all points in space) and isotropy (the
equivalence of all directions). They are the
spherical, or “closed,” geometry and the hy-
perbolic, or “open,” geometry. Both are char-
acterized by a curvature length analogous to
the earth’s radius. If the curvature is positive,
the geometry is spherical; if negative, hyper-
bolic. For distances much smaller than this
length, all geometries look Euclidean.

In a spherical universe, as on the earth’s
surface, parallel lines eventually meet, trian-
gles can span up to 540 degrees, and the cir-
cumference of a circle is smaller than 2πr. Be-
cause the space curves back on itself, the
spherical universe is finite. In a hyperbolic
universe, parallel lines diverge, triangles have
less than 180 degrees, and the circumference
of a circle is larger than 2πr. Such a universe,
like Euclidean space, is infinite in size. (There
are ways to make hyperbolic and flat uni-
verses finite, but they do not affect the con-
clusions of inflationary theory.)

These three geometries have quite dif-
ferent effects on perspective (right), which
distort the appearance of features in the
cosmic microwave background radiation.
The largest ripples in the background
have the same absolute size regardless of
the specific process of inflation. If the uni-
verse is flat, the largest undulations would
appear to be about one degree across. But
if the universe is hyperbolic, the same fea-
tures should appear to be only half that
size, simply because of geometric distor-
tion of light rays. 

Preliminary observations hint that the
ripples are indeed one degree across [see
News and Analysis, “The Flip Side of the
Universe,” by George Musser; SCIENTIFIC AMER-
ICAN, September 1998]. If confirmed, these re-
sults imply that the open inflationary
theory is wrong. But tentative findings are
often proved wrong, so astronomers await
upcoming satellite observations for a de-
finitive answer. —M.A.B. and D.N.S.
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adds another stage preceding standard inflation. Another
theory describing even earlier times will be needed to explain
the original creation of the universe [see box at left].

Life in a bubble universe has a number of interesting con-
sequences (not to mention possibilities for science-fiction
plots). For instance, an alien observer could safely pass from
the outside to the inside of the bubble. But once inside, the
observer (like us) could never leave, for doing so would re-
quire traveling faster than light. Another implication is that
our universe is only one of an infinity of bubbles immersed
in a vast, frothy sea of eternally expanding false vacuum.
What if two bubbles collided? Their meeting would unleash
an explosion of cosmic proportions, destroying everything
inside the bubbles near the point of impact. Fortunately, be-
cause the nucleation of bubbles is an extremely rare process,
such cataclysms are improbable. Even if one occurred, a
substantial portion of the bubbles would not be affected. To
observers inside the bubbles but at a safe distance, the event
would look like a broiling-hot region in the sky. 

Corroborating Evidence

How does one test this theory? To explain why the uni-
verse is uniform is certainly a good thing. But validating

a theory requires that some quantitative predictions be com-
pared with observations. The specific effects of open inflation
were calculated in 1994 with contributions by the two
groups that refined the theory, as well as Bharat V. Ratra and
P. James E. Peebles of Princeton.

Both the old and the new concepts of inflation make
definite forecasts based on quantum effects, which caused
different points in space to undergo slightly different amounts
of inflation. When inflation ended, some energy was left over
in the inflaton field and became ordinary radiation—the fuel
of the subsequent big bang expansion. Because the duration
of inflation varied from place to place, so did the amount of
residual energy and therefore the density of the radiation.

The cosmic background radiation provides a snapshot of
these undulations. In open inflation, it is affected not only by
fluctuations that develop within the universe but also by ones
that arise outside the bubble and propagate inside. Other rip-
ples are set in motion by imperfections in the nucleation of
the bubble. These patterns ought to be most notable on the
largest scales. In effect, they allow us to look outside our
bubble universe. In addition, one of us (Spergel), working
with Marc Kamionkowski, now at Columbia University, and
Naoshi Sugiyama of the University of Tokyo, realized that
open inflation should have other, purely geometric effects
[see box on preceding page].

At the current level of precision, the observations cannot
distinguish between the predictions of the two inflationary
theories. The moment of truth will come with the planned de-
ployment late next year of the Microwave Anisotropy Probe
(MAP) by the National Aeronautics and Space Administra-
tion. A more advanced European counterpart, Planck, is due
for launch in 2007. These satellites will perform observations
similar to those of the Cosmic Microwave Background Ex-
plorer (COBE) satellite nearly a decade ago, but at much
higher resolution. They should be able to pick out which
theory—either the cosmological constant or open inflation—is
correct. Or it could well turn out that neither fits, in which
case researchers will have to start over and find some new
ideas for what happened in the very early universe.

Inflation in a Low-Density Universe

SA

How Did the Universe Begin?

The laws of physics generally describe how a physical
system develops from some initial state. But any theory

that explains how the universe began must involve a radically
different kind of law, one that explains the initial state itself. If
normal laws are road maps telling you how to get from A to B,
the new laws must justify why you started at A to begin with.
Many creative possibilities have been proposed.

In 1983 James B. Hartle of the University of California at Santa
Barbara and Stephen W. Hawking of the University of Cam-
bridge applied quantum mechanics to the universe as a whole,
producing a cosmic wave function analogous to the wave func-
tion for atoms and elementary particles. The wave function de-
termines the initial conditions of the universe. According to this
approach, the usual distinction between future and past breaks
down in the very early universe; the time direction takes on the
properties of a spatial direction. Just as there is no edge to
space, there is no identifiable beginning to time. In an alterna-
tive hypothesis, Alexander Vilenkin of Tufts University proposed
a “tunneling” wave function determined by the relative proba-
bilities for a universe of zero size to become a universe of finite
size of its own accord.

Last year Hawking and Neil G. Turok, also at Cambridge, sug-
gested the spontaneous creation of an open inflationary
bubble from nothingness. This new version of open inflation by-
passes the need for false-vacuum decay, but Vilenkin and An-
drei D. Linde of Stanford University have challenged the as-
sumptions in the calculation.

Linde has tried to skirt the problem of initial conditions by
speculating that inflation is a process without beginning

[see “The Self-Reproducing Inflationary Universe,” by Andrei
Linde; SCIENTIFIC AMERICAN, November 1994]. In the classical pic-
ture, inflation comes to an end as the inflaton field rolls down its
potential. But because of quantum fluctuations, the field can
jump up the potential as well as down. Thus, there are always
regions of the universe—in fact, constituting a majority of its
volume—that are inflating. They surround pockets of space
where inflation has ended and a stable universe has unfolded.
Each pocket has a different set of physical constants; we live in
the one whose constants are suited for our existence. The rest of
the universe carries on inflating and always has. But Vilenkin
and Arvind Borde, also at Tufts, have argued that even this ex-
tension of inflation does not describe the origin of the universe
completely. Although inflation can be eternal in the forward
time direction, it requires an ultimate beginning.

J. Richard Gott III and Li-Xin Li of Princeton University recently
proposed that the universe is trapped in a cyclic state, rather like
a time traveler who goes back in time and becomes her own
mother. Such a person has no family tree; no explanation of her
provenance is possible. In Gott and Li’s hypothesis, our bubble
broke off from the cyclic proto-universe; it is no longer cyclic but
instead is always expanding and cooling.

Unfortunately, it may be very difficult (though perhaps not
impossible) for astronomers to test any of these ideas. Inflation
erases almost all observational signatures of what preceded it.
Many physicists suspect that a fuller explanation of the
preinflationary universe—and of the origin of the physical laws
themselves—will have to await a truly fundamental theory of
physics, perhaps string theory. —M.A.B. and D.N.S.

68 Scientific American January 1999

Copyright 1998 Scientific American, Inc.



Inflation in a Low-Density Universe Scientific American January 1999      69

MAJOR PARADOX in cosmology is the near uniformity of the
universe. In the normal big bang expansion, such regularity is im-
possible (upper part of diagram). Billions of years ago two gal-
axies on opposite sides of the sky began to shine. Although the
universe was expanding, the light was able to overtake other gal-
axies and finally reach us in the Milky Way. Humans, viewing the
galaxies through telescopes, remarked that they looked much the
same. Yet light from either galaxy had not yet arrived at the other.

How, without seeing each other, could the two have harmonized
their appearance? Inflation (lower part) provides an answer. In
the first split second of cosmic history, the predecessors of the gal-
axies were touching. Then the universe expanded at an acceler-
ating rate, pulling them apart at faster than the speed of light. Ever
since, the galaxies have been unable to see each other. When infla-
tion ended, light began to overtake them again; after billions of
years, the galaxies will come back into contact.
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RAIN FOREST NURSERY in Brazil features ants attending to a brood of young tree-
hoppers (Aetalion reticulatum), while their mothers stand guard over freshly laid
batches of eggs. The ants feed on a sweet secretion called honeydew produced by the
nymphs and so defend them from predators. As a result, the adult treehoppers look
after only their eggs, abandoning the young when they hatch to the ants’ capable care. 

Why do some insect parents risk their lives to care for their young?

by Douglas W. Tallamy 

Photographs by Ken Preston-Mafham
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hroughout the southeastern U.S., lace bugs of the
genus Gargaphia live on horse-nettle plants. The

female usually guards her eggs and, once they hatch, the
nymphs that emerge. One fearsome enemy is the damsel
bug: it brandishes a sharp, hard beak and, given a chance,
will devour every last nymph. The lace bug has no such
weapons: she diverts the damsel bug by fanning her wings
and climbing on its back.

Meanwhile the nymphs rush to the midrib of the leaf
and, using it as a highway, flee up the stem into a young,
curled leaf, where they hide. If the mother can get away, she
follows them and guards the stem of the leaf. There she can
intercept the predator, which is likely to follow. Sometimes
the mother may be able to fend off the attacker momentar-
ily; in that case, she scurries to guide the nymphs to an ide-
al leaf by blocking a branch they might mistakenly follow.
All too often, though, she dies in the attack, her sacrifice
giving the nymphs time to escape with their lives.

Copyright 1998 Scientific American, Inc.



Swedish naturalist Adolph Modeer first described parental care in in-
sects as early as 1764. He noticed that the female European shield bug,
Elasmucha grisea, remained steadfast over her eggs and tilted her body
toward attacking predators rather than taking flight. But as late as 1971
many scientists hotly contested the idea that some insects actively care
for their young. Even those who accepted the observations assumed
that parental care was an innovation that only the most sophisticated
bugs had managed to achieve.

Such behavior is indeed analogous to that of “advanced” life-forms,
such as birds and mammals. But caring for offspring is hardly a recent
innovation. It is common in invertebrates, including mollusks, worms,
rotifers and even jellyfish. Among arthropods, it is the rule for cen-
tipedes, spiders, scorpions, sea spiders and the likely closest relatives of
insects, the crustaceans. In fact, the relative rarity of “parental”
insects—they are scattered, seemingly at random, throughout 13 insect
orders—seems to reflect its widespread loss from early lineages.

Still, the ecological penalties for parental care can be so severe for in-
sects that some entomologists wonder why it has persisted at all. The
far easier strategy, followed by most insects, is simply to produce an

HIDING IN FOLDS
of a young leaf
(right), nymphal lace
bugs of the genus
Gargaphia seek
shelter from pred-
ators. The species
is common in the
southeastern U.S.
In another episode
(below), the mother
faces off with the
lethal larva of a
lacewing, which, de-
spite her efforts, is
eating the nymphs.

JOSTLING FOR SAFETY
underneath the body of
their mother, larvae of the
Brazilian tortoise beetle
(Acromis sparsa) arrange
themselves into a symmet-
rical ring (left). At the ends
of their bodies are anal
hooks on which they wave
their feces, repelling in-
cautious predators with a
mouthful. The mother guards
the offspring from the time
they are eggs (above) and
shepherds the hatchlings to
food sources, taking care to
round up stragglers.

POISED TO DEFEND her off-
spring is a Ugandan assassin
bug (Pisilus tipuliformis),
which watches over her emerg-
ing nymphs (right). Shield
bugs Cocoteris (center) from
New Guinea and Antiteuchus
(far right) from Brazil are
quite likely to lose to preda-
tors those young they cannot
fit under their sheltering shields.
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F O R M I D A B L E
MOTHER, the
praying mantis
Oxyophthalmellus
somalicus (left)
has positioned her-
self at the base of a
twig in a Kenyan
desert. There she
can intercept pred-
ators interested in
her nymphs. The
Galepsus praying
mantis (below) is
also from Kenya;
she has hidden her
egg sac so that it
blends in with the
bark surfaces. But
she stands guard in
case the ruse fails.

abundance of eggs. In his widely acclaimed synthesis, Sociobiology, Ed-
ward O. Wilson described parental care as a response to unusually fa-
vorable or unusually harsh environments. He argued that it should be
most prevalent when resources are rich, in which case competition is in-
tense, or when food is difficult to obtain or process, when physical con-
ditions are particularly harsh or when predation is severe.

A Rich, Rough World

Burying beetles and dung beetles around the world have responded
to competition for unusually nutritious but ephemeral resources

such as carrion and dung by evolving a specific form of child care. Ei-
ther the female alone or both parents secure the resource in an under-
ground chamber as quickly as possible to protect it from competitors
and from drying out. A pair of Nicrophorus carrion beetles, for in-
stance, might bury a small dead rodent and then mold it into a cup that
will hold and nourish the young. When the larvae hatch, the female—

and occasionally the male—supplements their diet with regurgitated liq-
uids. Michelle P. Scott of the University of New Hampshire and Gonza-
lo Halffter of the Institute of Ecology in Veracruz, Mexico, have shown
that the males of such species prevent other males from usurping their
prize and from killing their offspring.

Parents can also process food for the young. For example, Sehirus bur-
rowing bugs provide their delicate nymphs, hidden within a soil depres-
sion, with seeds. Umbonia treehoppers expose plant phloem tubes, those
that carry nutrients, to tiny nymphs by cutting a series of spiral slits in
the bark. Wood eaters face the challenge of converting a tough, indi-
gestible food source that is unusually low in nitrogen into a form that
their young can use. Cryptocercus wood roaches and passalid bess bee-
tles solve this problem by feeding the offspring directly from the anus
with macerated wood fibers or with protozoans (which colonize the in-
testines and break down cellulose), feces and gut fluids that may be high
in nitrogen. Bark beetles, on the other hand, chew tunnels within which
they lay eggs and inoculate the excavated wood chips with symbiotic
fungi that convert the cellulose to digestible forms for the larvae.

Insect caregivers typically protect only the eggs, but in some species
one or both parents will defend the young as well. In that case, the par-
ent and offspring must communicate extensively and coordinate their
movement. Gargaphia lace bugs, sawflies, tortoise beetles and fungus
beetles protect their larvae as they forage for food. A mother can guard
only offspring that remain in a single group, so she herds them together
by blocking the paths of the wayward ones.

As these examples suggest, mothers are most likely to care for their
young. On rare occasions, however, the fathers take over, permitting the
species to use habitats that would otherwise be too inhospitable. Water
bugs, for instance, have large eggs that are in danger of drying out if laid
above water or of drowning if laid within. Somehow, the eggs have to
be moistened and aired.

In a primitive group of giant water bugs called Lethocerus, the female
lays eggs on a stick above the water. The male repeatedly dives into the
water and climbs out to drip onto the eggs to keep them moist; he also

Copyright 1998 Scientific American, Inc.



drives off predators. But male Belostoma giant water bugs
(often seen in swimming pools) instead carry the eggs, which
the females glue onto the males’ backs. A male has to keep
floating to the surface and exposing these to air. He moves
his hind legs back and forth or holds on to a twig and does
push-ups for hours to keep aerated water flowing over the
eggs. Similarly, Bledius rove beetles, Bembidion ground bee-
tles and Heterocerus marsh-loving beetles all prevent their
eggs from drowning within tidal mudflats by plugging their
narrow-necked brood chambers when the tide is in and re-
moving the plugs when waters recede.

The Cost of Care

Wilson has undoubtedly identified conditions that promote
parental behavior in insects. Still, one wonders why some

insects meet these challenges by caring for their young, whereas
other species—even close relatives—reproduce under the same
conditions using other strategies. One approach to this question
is a simple cost-benefit analysis.

Both males and females can pay severe penalties for con-
fronting, rather than fleeing from, predators. Such risks are
difficult to quantify, and data are scarce. But when I mea-
sured the chances of Gargaphia lace bugs surviving the pre-
dation of jumping spiders, the mothers guarding nymphs
were three times less likely to survive than females without
such responsibilities.

Care is costly also because—with rare exceptions—it re-
stricts parents to the site of the nest. Eggs are outstandingly
expensive to produce, and mothers standing guard over their
first clutch cannot forage for the nutrients that a new batch
of eggs would require. This trade-off in fecundity can be sub-
stantial: Gargaphia females that are experimentally restricted
from caring for eggs lay more than twice as many eggs as fe-
males that guard their young.

Such high costs have on occasion prompted alternative be-
haviors even within the same species. Some Gargaphia lace
bugs and Polyglypta treehoppers dodge the risks and losses of

guarding their young by laying eggs in the egg masses of other
females of their species whenever possible. If they succeed,
these “egg dumpers” are free to lay a second clutch almost im-
mediately, whereas the recipients cannot resume laying until
their first eggs hatch (in Polyglypta) or until their nymphs
reach adulthood (in Gargaphia). If a Gargaphia female has no
opportunity to dump her eggs, she reduces the risk by defend-
ing her young aggressively only when she is old and has little to
lose or when her nymphs are in the final stages of development
and have a good chance of reaching maturity.

Catherine M. Bristow of Michigan State University has
found that Pubilia treehoppers limit maternal costs in a dif-
ferent way. A mother remains with her young until ants dis-
cover the group and begin to eat the sugary secretion, called
honeydew, produced by the nymphs. Then the mother aban-
dons them, transferring care of her young to the very capable
ants, which defend the nymphs from predators.

As substantial as parental costs are for females, they are
typically prohibitive for males. Physiologically, sperm are
cheap. So although baby-sitting means less time for foraging,
the reduction in nutrients should not hinder a male’s ability
to manufacture sperm. The trade-off is instead in the loss of
promiscuity: when committed to guarding one batch of off-
spring, a male is no longer free to roam for additional fe-
males and to father many more young.

Exacerbating this loss is the inability of most insect males to
guarantee their paternity. Females usually can store sperm and
can even choose that of one male over another within their
bodies. Such uncertainty about who fathered the eggs makes
paternal care a dubious investment for most males.

Not surprisingly, exclusive paternal care is extremely rare in
insects, occurring only in three families of true bugs. In a few
species of assassin bugs, in even fewer leaf-footed bugs and in
all giant water bugs, males manage to avoid the costs of care. 
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HARLEQUIN STINK BUG (Tectocoris diophthalmus) from
Australia defends her eggs aggressively. Because she lays only
one batch, they are her sole chance for reproductive success.

Copyright 1998 Scientific American, Inc.



Rhinocoris assassin bugs, for instance,
make a display of their attention to an egg
mass. Neighboring females seem to as-
sume that a male that is already attending
to eggs has a commitment to such behav-
ior and seek him out for matings. Because
females refuse to mate with males that are
not guarding (except early in the season,
when few eggs have been laid), males will
fight over egg masses to protect. Such be-
havior pays off because the females lay eggs right after they
mate, or even while mating, so that the male is accepting care
for ones he more certainly fathered.

Moreover, in both water bugs and paternal assassin bugs,
the density of females seeking males is high. Lisa Thomas,
then at the University of Cambridge, has found that
Rhinocoris tristis, a paternal assassin bug from Kenya, lives
only on Stylosanthes plants; it drinks nectar from the flowers
and hunts insect prey around them. Because the bugs concen-
trate on a particular host, and females can easily find males
for guard duty, the latter do not suffer reduced promiscuity.
Robert L. Smith of the University of Arizona offers similar
arguments concerning the relatively dense populations of gi-
ant water bugs confined to ponds: the male does not need to
roam, for the females come to him.

The Last Resort

Notwithstanding all these instances, the vast majority of
insects avoid the costs of parental care by resorting to a

variety of mechanisms by which eggs can survive. Piercing
ovipositors (swordlike appendages used for laying eggs) or
hard, impenetrable egg coatings allow many insects to hide
their eggs in plant tissue or seal them out of harm’s way in
natural cracks and crevices. At the core of all such innova-
tions is the development of iteroparous reproduction. Rather
than laying all their eggs at one time—called semelparous re-
production—and then guarding them well, most insects have
acquired the ability to lay them in many small clutches, thus
spreading their eggs over time and space.

This strategy alone is a very effective way of cutting losses:
if a predator discovers one clutch, it has access to only a

small fraction of the total number of eggs laid by the mother.
If Gargaphia lace bugs are, for instance, prevented from
guarding their large clutches—typically well over 100 eggs—

56 percent of those eggs are destroyed by predators before
they hatch. In contrast, Corythucha ciliata, the sycamore lace
bug, lays 33 small clutches rather than one large clutch and
distributes them on many different leaves throughout its
host. By this means, these bugs lose only 16 percent of their
eggs to predators.

So then why have all insects not abandoned caregiving? Let
us reconsider the cost analysis. A parent pays a substantial cost
for caring only if it implies a loss in fecundity. Thus, if advanc-
ing winter or resources that are otherwise limited somehow
prohibit future production of eggs, such costs do not enter the
equation. Care may consequently become an effective option.

For example, females of the Japanese burrowing bug,
Parastrachia japonensis, rear young only on fallen fruits of
Schoepfia trees and must confine reproduction to the brief
period when fruits are abundant. A female has food enough
to produce only one large clutch, which she guards and pro-
visions for weeks without sacrificing subsequent opportuni-
ties for reproduction.

Almost all parental species are thus constrained to no more
than one clutch by seasonal change, ephemeral or scarce re-
sources, or some other ecological limitation. If parental care
in insects is viewed in terms of iteroparity and semelparity,
the lack of pattern that has puzzled scientists for so long be-
comes easier to explain. For most insects, the opportunity to
spread reproduction over time and space has made child care
both prohibitively expensive and unnecessary. But for those
with fewer chances to breed, it can be the only way to ensure
that their offspring live on after them.
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MALE GIANT WATER BUG (Abedus
herberti) from Sycamore Canyon in
Arizona carries around the eggs he has
fertilized, which are glued onto his back by
the female. The male—one of very few
paternal insects—goes to great lengths to
keep the eggs moist and aerated. 
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Disarming Flu Viruses
Coming soon: new medicines designed to treat the flu 

by halting viral replication in human tissues. 
The drugs may also serve as a novel kind of preventive

by W. Graeme Laver, Norbert Bischofberger and Robert G. Webster
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Every so often, a strain of
influenza unfamiliar in humans
suddenly begins passing from

person to person. Because the virus is so
unusual, few if any people have built-in
immunity from past exposures. Even
the vaccinated have no defense; flu shots
shield against influenza variants that
health experts have anticipated will be
active in a given flu season, not against
other, unforeseen kinds. Finding no de-
terrent, the new strain spreads unabat-
ed, causing illness—and death—on a
global scale.

The worst worldwide epidemic, or
pandemic, on record struck in 1918 and
killed more than 20 million people,
sometimes within hours after the first
symptoms appeared. This disaster, traced
to the so-called Spanish influenza virus,
was followed by epidemics of Asian flu
in 1957, Hong Kong flu in 1968 and

Russian flu in 1977. (The names reflect
popular impressions of where the pan-
demics began, although all four episodes,
and perhaps most others, are now
thought to have originated in China.)

Public health experts warn that anoth-
er pandemic can strike any time now
and that it could well be as vicious as the
1918 episode. In 1997, when a lethal
influenza variant afflicted 18 people in
Hong Kong, contributing to the death of
six, officials feared the next wave had
begun. Authorities in the region man-
aged to contain the problem quickly,
however, by finding the source—infected
chickens, ducks and geese—and then de-
stroying all the poultry in Hong Kong.

Next time, humankind may not be so
fortunate. If a virus as deadly as that
Hong Kong strain tore through the
world’s crowded communities today, 30
percent of the earth’s population could
conceivably be dead (from the virus itself
or from secondary bacterial infections)
before a vaccine became available to pro-
tect those who initially managed to es-
cape infection. Vaccines against any giv-
en influenza variant take about six
months to produce, test for safety and
distribute—too long to do much good in
the face of a fast-moving pandemic.

If the feared pandemic does not mate-
rialize until next year or beyond, though,
new methods for limiting sickness and
death could be available. Later this year
two drugs being tested in large clinical
trials could be approved for sale as new
missiles in the fight against the flu. The
agents—called zanamivir (Relenza) and
GS 4104—show great promise for pre-
venting influenza infections and for re-
ducing the duration and severity of
symptoms in people who begin treat-
ment after they start to feel sick.

Unlike vaccines (which prime the im-
mune system to prevent viruses from
gaining a foothold in the body) and un-
like standard home remedies (which
ease symptoms but have no effect on the
infection itself), these drugs have been

designed to attack the influenza virus di-
rectly. They hobble a critical viral en-
zyme, called neuraminidase, and in so
doing markedly reduce proliferation of
the virus in the body. Additional neu-
raminidase inhibitors, not yet evaluated
in humans, are under study as well. 

As many people know, two anti-flu
drugs, amantadine and rimantadine, are
already on the market. But those agents,
which work by a different mechanism,
have serious flaws. They can cause con-
fusion and other neurological side ef-
fects, and they are ineffective against one
of the two major influenza classes ( type
B) that afflict people. Moreover, influen-
za viruses seem to become resistant to
the drugs fairly easily. Therefore, individ-
uals treated in the first phases of an epi-
demic can spread a drug-resistant ver-
sion of the virus to other people, who
will then prove unresponsive to the
medicines. This last problem is particu-
larly acute in “closed” communities,
such as nursing homes.

The story of how the newer drugs
were developed involves a wonderful
combination of luck and logic. The
breakthrough that led most immediately
to their design was the deciphering, in
1983, of neuraminidase’s three-dimen-
sional structure. Yet it was a series of ear-
lier discoveries that enabled scientists to
realize that a specific part of the neu-
raminidase molecule was probably an
Achilles’ heel for all influenza variants—a
weakness that thoughtfully constructed
drugs might exploit.

Understanding a Scourge

One line of that early research uncov-
ered some essential properties of

influenza viruses and of their strategy for
survival. Biologists have long known that
viruses are basically genes wrapped in
proteins that either protect the genes or
help the viruses to reproduce in the body.
Sometimes, as is true for influenza, these
various constituents are further envel-
oped in a fatty (lipid) membrane. When
any virus causes disease, it does so by in-
vading selected cell types, replicating
within those cells and then pouring out
of the cells to infect others. Symptoms
arise both because viral proliferation dis-
rupts the colonized cells and because the
immune system attempts to contain the
infection, in the process causing local in-
flammation and systemic aches and fever.

Influenza strains that colonize hu-
mans have a particular affinity for the

“PLUG DRUGS” (red wedges) are show-
ing great promise for preventing and
treating the flu. They work by plugging
the active, catalytic site of an enzyme
called neuraminidase that protrudes from
the surface of influenza viruses. This en-
zyme enables newly formed viral particles
to travel from one cell to another in the
body. With the enzyme inactivated, the
virus is stopped in its tracks.BR
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epithelial cells that form the lining of the
respiratory tract. Successful infection
typically leads after a day or two to such
classic symptoms as runny or stuffy
nose, dry cough, chills, fever, aches,
deep tiredness and loss of appetite. His-
torical descriptions based on symptoms
indicate that flu epidemics have proba-
bly plagued human populations since
well before the 5th century B.C.

Scientists isolated an influenza strain
from a human for the first time in 1933.
Since then, they have learned that influ-
enza viruses come in two main “fla-
vors”—types A and B—that differ in
certain of their internal proteins. A
third type (C) does not seem to cause
serious disease.

Virologists further group type A forms
according to variations in two proteins
that protrude from the viral surface like
spikes—hemagglutinin and neuramin-
idase (the enzyme that is the target of the
new drugs). As is true of other proteins,
these consist of folded strings of amino
acids. All hemagglutinin variants adopt
essentially the same three-dimensional
conformation, and all neuraminidase
variants take on a characteristic shape.
But within each group, the individual
proteins can differ markedly in the se-
quence of their constituent amino acids.
So far 15 hemagglutinin and nine neu-
raminidase subtypes have been identified

on type A influenzas, which are named
according to the hemagglutinin and
neuraminidase molecules they display:
H1N1, H1N2, H2N2 and so on.

Type B viruses are a more uniform lot.
They carry one form of hemagglutinin
and one of neuraminidase, although the
amino acid sequences can differ slightly
from one B strain to another. Similarly,
each influenza A subtype can also come
in slightly varying strains.

Aside from their chemistry, type A
and type B influenzas differ in their
range of activity. Type B viruses infect
only humans, and they cause regional
epidemics rather than pandemics. Type
A influenzas, in contrast, affect pigs,
horses, seals, whales and birds as well
as humans, although not all strains in-
fect all species. (Indeed, only four sub-
types have been found in humans.)
They are also responsible for all of this
century’s pandemics.

In spite of their differences, both
influenza types have the same basic life
cycle. For a single copy of an influenza
virus, or particle, to enter a human cell,
hemagglutinin on the virus must link to
a sugary molecule, sialic acid, on the sur-
face of the cell. This binding induces the
cell to engulf the virus, which is initially
sequestered within a kind of bubble.
Soon, though, the viral genes (consisting
of strands of RNA) and internal pro-
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LIFE CYCLE of the influenza virus often involves transmis-
sion from one person’s airways to another’s via water droplets
emitted during a sneeze (a). An individual virus (detail, above)
enters a cell lining the respiratory tract after a molecule called
hemagglutinin on the virus binds to sialic acid on the cell (b).
This binding induces the cell to take up the virus (c), which
soon dispatches its genetic material, made of RNA, and its in-
ternal proteins to the nucleus (d and e). Some of those proteins
then help to duplicate the RNA (f ) and to produce messenger
RNA, which the cell’s protein-making machinery uses as a
template for making viral proteins (g and h). Next, the viral
genes and proteins assemble into new viral copies, or particles
(i), and bud from the cell. 

The particles emerge coated with sialic acid. If that substance
remained on the virus and on the cell, the hemagglutinin mole-
cules on one particle would soon attach to the sialic acid on
other particles and on the cell, causing the new viruses to
clump together and stick to the cell. But neuraminidase on the
virus clips sialic acid from the offending surfaces (j), leaving the
new particles free to travel on (k) and invade other cells.
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teins are freed, and they work their way
into the cell nucleus.

There some of the viral proteins set
about replicating the viral RNA
strands and also constructing a form
(called messenger RNA) that can be
read out and translated into proteins
by the cell’s protein-making machin-
ery. Eventually the newly made genes
and proteins come together and bud
from the cell as new viral particles.

Inconveniently for the virus, the
emerging particles are coated with sialic
acid, the very substance that binds influ-
enza viruses to the cells they attempt to
invade. If the sialic acid were allowed to
remain on the virus and on the surface
of a virus-making cell, hemagglutinin on
the newly minted particles would bind
to the sialic acid, causing the particles to
clump together on the cell, like insects
trapped on flypaper. So trapped, they
would be unable to spread to other cells.

But the virus has an ace in the hole.
The neuraminidase molecules on the
freshly made particles can cleave sialic
acid. In other words, the neuraminidase

spikes essentially dissolve the unwanted
sialic acid “glue,” thereby enabling the
viral particles to travel. The enzyme
also helps the virus to plow through the
mucus between cells in the airways.

The Roots of Pandemics

By the 1960s, investigators were well
aware that a drug able to block any

step in the replication process might
prevent the virus from causing disease
or might curtail an existing infection.
But no one knew precisely how to inter-
vene. Moreover, biologists realized that
because influenza viruses grow inside
cells and make use of the cells’ own pro-
tein-making machinery, most agents
able to destroy the virus would also dis-
turb healthy cells.
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As workers confronted this difficulty,
they also continued trying to under-
stand why some strains of influenza
produce localized epidemics but others
cause full-fledged pandemics. This re-
search would eventually reveal that to
be most useful, an influenza drug would
have to be able to attack all influenza
variants, including ones not known to
cause disease in humans.

An influenza strain can produce a local
or global epidemic only if the people ex-
posed to the virus lack adequate immuni-
ty to it. For instance, when someone has
the flu, the immune system produces
molecules known as antibodies that rec-
ognize specific segments of hemag-
glutinin and neuraminidase on the viral
surface. If the person is later reexposed to
the same strain, these antibodies (primar-
ily those directed at hemagglutinin) bind
promptly to the virus and prevent it from
causing a repeat infection.

If the virus never changed, as is the
case with measles or mumps, the anti-
bodies raised during infection or by a
vaccine could provide durable immuni-
ty. But influenza viruses revise them-
selves all the time. In consequence, anti-
bodies elicited in one year may well be
less effective or useless if they encounter
a differing form of the virus in the next
flu season. The extent of change largely
determines whether an epidemic be-
comes relatively contained or extends
across the globe unchallenged.

One way influenza viruses change is by
antigenic “drift,” gradual revision of the
amino acid sequence in a protein (anti-
gen) able to elicit an immune response.
These alterations arise through small mu-

tations in the gene that constitutes the
blueprint for that protein. Sometimes a
mutation makes little difference in the
protein’s stability or activity. Sometimes it
damages the protein and reduces the via-
bility of the virus. Other times, though, it
enhances survival, such as by reconfigur-
ing a site on hemagglutinin that was for-
merly recognized by an antibody.

When the hemagglutinin or neur-
aminidase genes and proteins accumu-
late several alterations, they can be-
come virtually unrecognizable to most
of the antibodies in a population and
may initiate a new epidemic. The epi-
demic finds boundaries, however, when
it reaches groups whose immune sys-
tems have already “seen” many of the
alterations before.

Influenza B viruses seem to change ex-
clusively through such antigenic drift,
evolving gradually in their human hosts
as they attempt to become less recogniz-
able to the immune repertoire of a popu-
lation. Influenza A strains, in contrast,
can additionally undergo a more dra-
matic change, known as antigenic
“shift,” that enables them, alone, to
cause pandemics.

When antigenic shift occurs, strains
crop up bearing a totally new hemag-
glutinin spike, and sometimes also a
new neuraminidase molecule, that most
people have never encountered. As a re-
sult the virus may evade the antibody
repertoire carried by all populations
around the globe and trigger a pandem-
ic. In today’s jet-linked world, people
can spread a dangerous new virus from
one part of the earth to another in a day.

Such a drastic metamorphosis cannot

occur through simple genetic mutation.
The best-studied process leading to
antigenic shift involves the mixing of
two viral strains in one host cell, so that
the genes packaged in new viral parti-
cles (and their corresponding proteins)
come partly from one strain and partly
from the other. This reassortment can
take place because the genome, or ge-
netic complement, of the influenza
virus consists of eight discrete strands
of RNA (each of which codes for one
or two proteins). These strands are eas-
ily mixed and matched when new influ-
enza A particles form in a dually infect-
ed cell. For instance, some influenza
viruses infect both people and pigs. If a
pig were somehow invaded by a human
virus and by a strain that typically in-
fected only birds, the pig might end up
producing a hybrid strain that was like
the human virus in every way except
for displaying, say, a hemagglutinin
molecule from the bird virus.

Scientists have recently learned that
antigenic shift can also occur in a second
way. In this case, an animal influenza
virus that has not previously been able
to produce infections in people makes a
direct leap into human beings.

No one knows which form of anti-
genic shift led to the Spanish flu pan-
demic of 1918, which was caused by the
H1N1 subtype of influenza A. Reas-
sortment has, however, been proved to
account for the 1957 Asian flu and
1968 Hong Kong flu pandemics, which
were triggered, respectively, by H2N2
and H3N2. Some work suggests that
aquatic birds might have contributed the
unfamiliar genes and that pigs probably
served as the mixing vessels. If pigs do
sometimes serve this function, their in-
volvement might help to explain why
pandemics commonly originate in China:
millions of birds, pigs and people live
closely there.

The virus that killed six people in
Hong Kong in 1997 (H5N1), in con-
trast, was not a reassortment virus. It
caused human disease after jumping di-
rectly from birds to people—a phe-
nomenon that had never been seen be-
fore. H5N1 was unable to pass from hu-
man to human. Had it been given time to
acquire transmissibility through muta-
tion or reassortment, though, it might
have become uncontrollable quickly.

The close call of 1997 has now con-
vinced many public health experts that
influenza cases need to be monitored
not only in people (as is done now) but
also in animals. Those animals should
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CRYSTALS OF NEURAMINIDASE were obtained from an influenza virus found to
infect wild birds on the Great Barrier Reef of Australia. Neuraminidase crystals have
enabled scientists to determine the three-dimensional structure of the enzyme and to
build drugs designed to plug its active site. The hues are reflections of colored lights.
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certainly include migratory birds, be-
cause they probably serve as a year-
round reservoir of influenza A viruses
that then spread to domestic birds and
other species. Prompt identification of
animal strains with potential for harm-
ing people could help avert a public
health disaster.

The incident in Hong Kong has also
lent new urgency to research into the na-
ture of the so-called species barrier that
prevents many influenza strains from
crossing from one kind of animal to an-
other. If the barrier were better under-
stood, scientists might be able to seal the
leaks that now allow certain animal
strains to breach the barrier and cause
human disease.

Eureka

Taken together, studies of influenza
biology conducted before the early

1980s indicated that, in addition to
blocking the activity of some molecule
involved in the virus’s reproductive cy-
cle, an ideal anti-flu drug would do so
by acting at a “conserved” site on the
targeted molecule. That is, it would
home in on an area formed from amino
acids that are held constant across all
strains of the virus. A drug that target-
ed a conserved region would presum-
ably work against any influenza virus
that turned up in people, including ones
that spread abruptly from animals.

Interestingly, the structural work that
enabled researchers to design neuramin-

idase inhibitors grew out of an accidental
discovery. Back in the late 1970s, one of
us (Laver) was attempting to determine
whether the N2 spike on the virus that
caused the 1968 Hong Kong flu pan-
demic (H3N2) had come from the strain
responsible for the 1957 Asian flu pan-
demic (H2N2). As part of that effort, he
wanted to compare the amino acid se-
quences of the molecules. To start, he
had to isolate and concentrate their
heads—the domains that protrude from
the viruses.

When Laver freed the neuraminidase
heads from purified viruses and concen-
trated them in a centrifuge, he found to
his surprise that the resulting pellet of
material was not amorphous, as proteins
usually are. Instead it consisted of crys-
tals. Crystals, which are highly ordered
arrays of molecules, are essential for deci-
phering the three-dimensional structure
of large proteins. Hence, the unexpected
production of neuraminidase crystals im-
plied that the structure of neuraminidase
could perhaps be deciphered.

In 1983 Peter Colman and his col-
leagues at the Commonwealth Scientific
and Industrial Research Organization
(CSIRO) in Australia did just that. The
work revealed that the neuraminidase
spikes on influenza viruses consist of four
identical molecules, or monomers. The
resulting tetramer resembles four squar-
ish balloons atop a single stick. The stick
is embedded in the viral membrane, and
the balloons protrude. Colman’s group
soon discovered that each neuraminidase

monomer in the foursome has a deep,
central dent, or cleft, on its surface.

The team also found that even though
influenza neuraminidase molecules could
differ in the precise amino acids they
contained, all known versions—includ-
ing those from type A and from type B
viruses—had a striking commonality.
The amino acids that lined the wall of
the cleft were invariant.

When parts of molecules resist change,
the constancy usually implies that the
unchanged components are essential to
the molecules’ functioning. In this case,
the uniformity suggested that the cleft
formed the active, sialic acid cleaving
site of neuraminidase and that the un-
changing, or conserved, amino acids in
the cleft were critical to maintaining cat-
alytic function. Subsequent work con-
firmed this suggestion.

Given that influenza viruses cannot
spread readily from cell to cell without
help from neuraminidase, the new dis-
coveries implied that a drug able to oc-
cupy, and jam, the active site would in-
hibit neuraminidase in all versions of
the influenza virus. That is, such a
“plug” drug might serve as a universal
cure for the flu.

The Making of a Plug Drug

Pursuing this tantalizing idea, Col-
man’s group identified the amino

acids in the active site that normally
contact sialic acid. They also looked for
amino acids in the cleft that did not
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CARBOXYLATE

SIALIC ACID ZANAMIVIR GS 4104 AND GS 4071
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HYDRO-
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NEW DRUGS clog the active site of neuraminidase by binding
to it more readily than sialic acid—the substance it normally
cleaves. Sialic acid (left) is held in the site, a cleft, mainly
through its glycerol and carboxylate groups, which form bonds
(green lines) with amino acids in the active site. Zanamivir
(center) adds other bonds by replacing the hydroxyl of a sialic
acid derivative with a large, positively charged guanidine, which

forms strong attachments to two negatively charged amino
acids at the bottom of the cleft. GS 4104 is converted to GS
4071 in the body. The resulting molecule (right) retains the car-
boxylate bonds made by sialic acid but also makes use of a hy-
drophobic group. This group induces the binding cleft to form
a similarly hydrophobic pocket, which holds the drug in place
through hydrophobic attractions (short green lines).
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bind sialic acid but might be exploited
to help anchor a plug drug. They noted,
for instance, that the cleft included three
positively charged amino acids that held
tightly to a negatively charged group
(carboxylate) on sialic acid.

In addition, at the bottom of the cleft
they spotted a small pocket containing
two negatively charged amino acids.
These amino acids—glutamates—made
no contact with sialic acid but were
nonetheless present in all influenza neur-
aminidases examined. A hydroxyl (OH)
group on the bound sialic acid pointed
down toward that extra pocket but did
not reach it.

These features suggested that replac-
ing this OH with a large, positively
charged atomic grouping might yield a
tight-binding derivative. The positive
group would presumably nestle into the

extra pocket at the bottom of the active
site and would lock itself there by bind-
ing to the previously unused, negatively
charged glutamates in the pocket.

After some trial and error, in 1993
Mark von Itzstein and his colleagues
at Monash University in Melbourne
found that substituting a guanidino
group (which is both large and positive-
ly charged) for the OH group on sialic
acid produced an extraordinarily potent
inhibitor of influenza neuraminidases.
Further, the inhibitor had little effect on
related enzymes made by bacteria and
mammals, a sign that the compound
probably would not disrupt human cells.

Studies in animals and preliminary
trials in humans then revealed that the
substance—zanamivir—prevented flu
symptoms in individuals subsequently
infected with influenza viruses and also

reduced the severity of symptoms in
those who took the drug after being in-
fected. The compound, however, did
not work if swallowed as a pill; it had
to be inhaled into the respiratory sys-
tem through the nose or mouth.

Ironically, the guanidino group that
makes zanamivir such a good inhibitor
is the reason the substance cannot be tak-
en as a pill. An ingested drug has to cross
the cells lining the intestine and migrate
into the bloodstream before traveling to
other parts of the body. But charged mol-
ecules have difficulty crossing cell mem-
branes, which are fatty and permeable
mostly to noncharged substances.

Because inhalation is a common way
to take medicine meant to work in the
respiratory tract, Glaxo Wellcome in
Stevenage, England, initiated further
human testing of zanamivir. Yet be-
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When contemplating the prospects for flu drugs, observers
might reasonably wonder whether the disease would be

better controlled by a universal vaccine—one able to prevent in-
fection by inducing the body to mount a protective immune re-
sponse against any influenza strain that might appear. Regrettably,
no such all-purpose vaccine has yet materialized.

Nevertheless, immunologists are honing ways to speed vaccine
production, so that immunization can be carried out swiftly if a vir-
ulent epidemic starts abruptly. They are also working on injection-
free vaccines, to improve acceptance and to encourage immuniza-
tion of children. Although the elderly tend to become sickest when
they have the flu, children account for much of its spread.

Flu vaccines have been common since the 1940s. Today the
manufacturing process begins after influenza samples collected by
110 surveillance sites around the world are analyzed. In February
the World Health Organization pinpoints three strains—two type A
and one type B—that seem likely to account for most of the flu that
will occur in the upcoming season (November to March in the
Northern Hemisphere). These become the basis for the vaccine.

A simple way to make a vaccine would be to grow vast numbers
of the selected strains, inactivate them so that they cannot cause in-
fection and combine them in a single preparation. Unfortunately,
the strains that are selected tend to grow slowly in the laboratory

and are thus difficult to mass-produce. To overcome this obstacle,
scientists begin by basically inserting immune-stimulating pro-
teins—hemagglutinin and neuraminidase—from the surface of se-
lected strains into a form of influenza virus that will grow quickly in
the lab. For each strain, they infect chick embryos with both the
fast-growing and the chosen virus. Many of the virus particles
made by the embryos grow rapidly but now display the hemagglu-
tinin and neuraminidase spikes of the strains expected to cause
this year’s epidemics. These high-growth reassortments are then
isolated and delivered to vaccine manufacturers, who mass-pro-
duce them in more chick embryos.

At one time, inactivated forms of these viruses, including reas-
sortments for all three of the selected strains, served as the

vaccine. Now most manufacturers take the process a step further.
They break the viruses apart and compose the vaccine of the viral
proteins. The proteins elicit immunity but are totally unable to
cause any kind of infection. In both cases, the vaccines prod the im-
mune system to make antibodies able to bind to, and help elimi-
nate, infectious viruses bearing those same proteins.

In an alternative approach, investigators are testing vaccines
made of weakened live viruses, because live viruses evoke produc-
tion not only of antibodies but also of white blood cells known as T
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cause some patients prefer to take a
pill, Gilead Sciences in Foster City,
Calif., joined with F. Hoffman–La
Roche in Basel, Switzerland, to search
for a neuraminidase inhibitor that
could be taken as a tablet. A systemic
drug that traveled in the blood could
also conceivably help fight any highly
virulent influenzas that infected cells
outside the respiratory tract.

A Second Candidate Emerges

After synthesizing and testing many
compounds, Gilead and F. Hoff-

man–La Roche finally found one, given
the working name of GS 4071, that was
as potent as zanamivir. Structural analy-
ses revealed that it retained one major
neuraminidase-binding group also found
in zanamivir: a negatively charged car-
boxylate group that bound to positively
charged amino acids in the enzyme’s ac-
tive site. In addition, the interaction of
GS 4071 with the active site somehow
caused one of the amino acids in the cleft
to rotate and create a new hydrophobic

(water-hating) pocket. This pocket be-
came an anchor for a similarly hy-
drophobic component (a chain of car-
bons and hydrogens) of the drug.

Initially the substance functioned
well in the test tube and did no harm
to healthy cells. But it failed a crucial
test: the negative carboxylate group
kept it from crossing out of the gut into
the bloodstream in animals. Happily,
though, a small adjustment—in essence,
placing a mask over the negative group—

fixed that problem. The masked form,
dubbed GS 4104, passed easily into the
bloodstream, after which it was un-
masked, primarily in the blood and liv-
er. Having been converted back to its
original (GS 4071) form, it proceeded
to inhibit the activity of neuraminidase
and the spread of the virus in the respi-
ratory tract of test animals. Like zanam-
ivir, it also showed signs of functioning
well in people.

Last fall reports from large, controlled
human trials of zanamivir and GS 4104
confirmed and extended the earlier find-
ings. If begun within about a day and a
half after symptoms develop, both the in-
haled zanamivir and the swallowed GS
4104 can reduce the time that people feel
ill by about 30 percent (1.5 to three
days). The compounds also reduce the
severity of symptoms. In a trial of GS
4104, for instance, rating diaries kept by
patients indicated that symptoms were
25 to 60 percent milder than in those pa-

tients who took a dummy pill. Further,
the drugs lower the risk for potentially
lethal secondary bacterial infections, such
as bronchitis, by half or more. Such com-
plications are a major cause of flu deaths,
especially among the elderly and people
with concurrent disorders.

A small study of zanamivir has re-
cently indicated that an injected form
of the drug is helpful as well. Separate
investigations into prevention are en-
couraging, too. When zanamivir was
tested, 6 percent of nonusers but only 2
percent of users came down with the
flu. GS 4104 produced comparable re-
sults. So far neither drug has caused se-
rious side effects.

On the basis of such studies, Glaxo
Wellcome has requested approval to
market the inhaled form of zanamivir in
Australia, Europe, Canada and the U.S.
Gilead and F. Hoffman–La Roche are
expected to submit a similar application
for GS 4104 in the U.S. and Europe this
year. Other neuraminidase inhibitors
developed by BioCryst Pharmaceuticals
in Birmingham, Ala., have done well in
studies of animals and have been li-
censed to Johnson & Johnson for fur-
ther development.

To the casual observer, shaving a few
days off a bout of the flu may seem a
minor accomplishment, yet the achieve-
ment is more profound than it first ap-
pears. The fatigue and other discom-
forts felt during the last days of the flu
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lymphocytes. These cells recognize and eliminate virus-infected
cells. T cells turn out to respond to closely related strains of in-
fluenza, not just to the single strains recognized by individual anti-
bodies. Hence, they could potentially provide immunity for a while
even after an influenza strain underwent small changes in the
structure of its surface molecules.

A live-virus vaccine that is delivered as a nasal mist has been de-
veloped by Aviron in Mountain View, Calif. It has tested well in peo-
ple, including children, and will probably be on the market in a year
or two. Unfortunately, live-virus vaccines cannot be produced much

more quickly than killed-virus types, and so they probably would
not provide a rapid defense against a sudden pandemic.

To shorten production time, scientists are examining manufactur-
ing methods that sidestep the need for acquiring large numbers of
fertilized eggs. One approach inserts hemagglutinin and neur-
aminidase genes from selected influenza strains into another kind of
virus, such as a baculovirus, that grows readily in cultured cells—
something influenza viruses do only poorly. As the genetically altered
viruses reproduce in the cells, they also make large quantities of the
encoded influenza proteins, which can then be purified for use in vac-
cines. Recombinant vaccines can be prepared and distributed in just
two or three months, but their effectiveness is still being evaluated.

Yet another vaccine strategy, able to yield a product even faster,
relies on “naked” DNA. In this scheme, investigators fit desired
hemagglutinin and neuraminidase genes into rings of DNA known
as plasmids. In theory, if such plasmids were injected into skin or
muscle, cells in the vicinity would take them up and use them to
make influenza proteins. These proteins would then be displayed
on the cells’ surface, where cells of the immune system could spot
them. In response, the immune system would deploy antibodies
and T cells able to neutralize free virus and eradicate any infected
cells. Naked-DNA influenza vaccines have worked well in lab ani-
mals but have yet to be tested in people. —W.G.L., N.B. and R.G.W.

NEWLY MADE VIRAL PARTICLES can emerge
from the cell as filaments (left), although they
can also be spherical or any shape in between.
The particles can be seen to cluster ineffectually
on the cell surface (small rods and spheres at top
of right micrograph) when their neuraminidase
molecules are inactivated.

ANNUAL VACCINATION is currently the best way to evade the
flu. For some, shots may one day give way to a nasal spray vaccine.
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stem mainly from the lingering activity
of the immune system after it has elimi-
nated most of the virus in the body. The
anti-flu drugs cannot affect that activi-
ty. But by halting viral replication, the
compounds can certainly minimize the
duration and severity of the early, most
miserable part of a flu episode.

As a rule, the earlier a person begins
therapy, the better the outcome is—

partly because the body will harbor a
smaller, more manageable amount of
virus and partly because the drugs can-
not undo tissue damage caused by the
virus before treatment starts. This find-
ing, combined with the research into
prevention, implies that the best way
to use these drugs may be in conjunc-
tion with instant tests that will signal
the presence of an incipient infection
before a person becomes symptomatic.
It is quite conceivable that in the near
future people will, say, dab their tongue
each morning with a small strip of
influenza-detecting test paper. If the
strip turns a color, the individuals will
know they harbor the influenza virus
and need to begin taking a flu-fighting
drug to ward off symptoms. Quick de-
tection kits are now becoming avail-
able for use in doctors’ offices. Manu-

facturers are trying to perfect tests for
home use as well.

Determining that a person has con-
tracted the flu and not merely a cold or
some other disorder is important because
the drugs have power only against
influenza viruses. They would be wasted
if taken to combat colds (which are
caused by other kinds of viruses), aller-
gies or bacterial infections that produce
flulike symptoms.

Questions

Although the neuraminidase-blocking
agents are generating great excite-

ment, certain questions remain. Logic
dictates that inhibition of viral replica-
tion and reductions in secondary com-
plications should save lives, but wheth-
er the drugs will actually prevent deaths
is not yet known.

Further, almost all drugs that humans
lob at viruses and bacteria eventually be-
come undermined by drug resistance. As
the microorganisms struggle for survival,
those that alter the drug target and make
it unrecognizable can escape the drug’s
effects [see “The Challenge of Antibiotic
Resistance,” by Stuart B. Levy; Scientif-
ic American, March 1998]. Amanta-

dine and rimantadine are among those
plagued by the resistance problem. Are
there any reasons to think the new flu
drugs will escape this fate?

In fact, there are. Scientists have tried
diligently to produce strains of influen-
za in the laboratory that are resistant to
zanamivir and GS 4104. So far they
have had only limited success. Some
strains gained resistance, as might be
anticipated, by altering amino acids in
the active site of neuraminidase. But
these changes made the enzyme less sta-
ble or less active than usual, suggesting
that viral survival in the body would
be impaired.

Other strains became resistant not by
altering neuraminidase but by changing
the chemical makeup of hemagglutinin.
Recall that neuraminidase is needed to
strip sialic acid off nascent viral particles,
so that hemagglutinin will not stick to
sialic acid on neighboring particles and
prevent the virus from spreading to oth-
er cells. The change in hemagglutinin re-
duced its affinity for sialic acid, thereby
obviating the need for neuraminidase to
intervene. Although it thrived in cell cul-
ture, this second group of mutants
showed no resistance to the drugs in ani-
mals. Conceivably, the impaired binding
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When the flu kills, it usually takes the lives of people whose im-
munity is already compromised, such as by advanced age or

some preexisting disorder. At times, though, it cuts down vigorous
young people as swiftly and surely as it does the infirm.

Such was the case in 1918, when the “Spanish flu” pandemic killed
more people than died fighting World War I.  During that pandemic,
even robust soldiers perished. Some felt a bit sick in the morning,
went to bed in the afternoon and were dead by nighttime. Vigorous
young individuals also became victims in 1997, when six of 18 peo-
ple stricken by a novel strain of influenza died in Hong Kong.

What makes one strain inherently more lethal than others? Part of
the answer seems to be an ability to infect a number of different tis-
sues instead of the restricted set usually preferred by influenza virus-
es—namely, the respiratory tract in mammals and the gastrointesti-
nal tract in birds. Many investigators interested in understanding the
transformation to virulence are therefore hunting for features that
enable some strains to become promiscuous, or pantropic, in the
cells they attack.

About 15 years ago one of us (Webster) and his colleagues at St.
Jude Children’s Research Hospital in Memphis uncovered a possible
clue. In 1983 a virus that had been causing mild gastrointestinal dis-
ease in chickens in Pennsylvania suddenly began killing entire com-
mercial flocks. The team found that substitution of just one amino
acid for another in a viral surface protein—hemagglutinin—was the
culprit. That small change had somehow enabled the virus to repli-
cate in, and damage, organs throughout the birds’ body.

Subsequent work revealed why this tiny structural change had such

a profound effect on viral activity. When an influenza virus first enters a
cell, the virus is initially sequestered in a kind of intracellular jail (an en-
dosome). The virus manages to reproduce nonetheless because
hemagglutinin molecules on the viral surface help the viral membrane
to fuse with the endosome cage. As fusion occurs, viral genes and pro-
teins escape from the endosome and set about mass-producing new
copies of the virus. Hemagglutinin can facilitate fusion only if it has
been cleaved into two parts before the virus enters the cell. This cleav-

What Accounts for Virulence?

“SPANISH FLU” PANDEMIC that began in 1918 not only killed
at least 20 million people, it also sent family members of flu vic-
tims to food lines. The scene below occurred in Cincinnati.
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between hemagglutinin and sialic acid
reduced the infectivity of the strains by
weakening their ability to dock with
cells.

Neuraminidase-blocking drugs are
not the only ones under study. Scientists
have long been trying to build plug
drugs that target the sialic acid binding
site on hemagglutinin, for instance, but
up to now the effort has failed. Aman-
tadine and rimantadine, the drugs al-
ready on the market, were found to
work before their mechanism of action
was known. It is now evident that they
interfere with the activity of a viral pro-

tein called M2, which functions as an
ion channel. This inhibition of M2 ex-
plains why the drugs have no effect
against type B influenzas: those viruses
do not carry an M2 molecule. As work
on new drugs continues, so, too, do ef-
forts to improve flu vaccines [see box
on pages 84 and 85]. 

Between pandemics, smaller but still
substantial influenza epidemics are com-
mon. In 1994, according to the U.S.
Centers for Disease Control and Preven-
tion, an estimated 90 million Americans
(about 35 percent of the population)
contracted the flu. Collectively, those

people spent 170 million days in bed
and lost 69.3 million days of work.
More typically in the U.S., the flu afflicts
10 to 20 percent of the population every
year and causes some 20,000 deaths
from influenza-related complications.

These numbers, like those associated
with pandemics, are likely to fall in the
next several years as new anti-flu drugs
become available and as vaccines become
more widely used and faster to produce.
Indeed, society may finally be heading
for an era in which the human species
gains the upper hand against the much
dreaded influenza virus.
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age is accomplished by particular enzymes, in the serine protease fam-
ily, that are made in the avian digestive tract and the mammalian respi-
ratory tract but are less evident in most other tissues.

The amino acid substitution found in the lethal avian virus altered
the cleavage site on hemagglutinin in a way that made it accessible
to cutting by enzymes (furinlike proteases) that are common in tis-
sues throughout the body. Such increased susceptibility to cleavage
enabled the virus to infect tissues systemwide.

This discovery suggested that the 1918 human pandemic might
have become deadly because the responsible influenza strain car-

ried a mutant form of hemagglutinin that was susceptible to cleav-
age by common proteases found outside human airways. To address
this possibility and to search for other sources of virulence, Jeffery
Taubenberger and his colleagues at the U.S. Armed Forces Institute
of Pathology have been studying genetic material recovered from
three victims of the long-ago pandemic: two soldiers (from whom
tissue samples had been saved) and an Inuit woman whose body
was exhumed from the permafrost of Alaska in August 1997.

The genetic work has revealed the amino acid sequence of the
virus’s hemagglutinin molecule, and Taubenberger’s group has al-
most completed work on the sequence of a second surface mole-
cule: neuraminidase. The hemagglutinin molecule turns out to be
unremarkable at the cleavage site. In addition, Taubenberger says
his as yet unpublished analysis of the neuraminidase gene indi-
cates that neuraminidase lacks another kind of mutation that had
been proposed as a possible route to viral promiscuity. That in-
triguing proposal suggested that a particular mutation in neur-
aminidase would basically allow it to hoard serine proteases and
use them to cleave hemagglutinin molecules in tissues that did not
provide those proteases.

For now—and perhaps always—the reasons for the extreme viru-
lence of the 1918 pandemic will remain mysterious. But investigators
do have a sense of why the influenza strain that appeared in Hong
Kong in 1997 was so deadly.

That virus, which originated in fowl, did possess a form of hemag-
glutinin that is highly susceptible to cleavage. Still, researchers do not
have absolute proof that this form of hemagglutinin accounts for the
virulence. For that reason, they are continuing to comb the viral
genes for hints to other explanations. —W.G.L., N.B. and R.G.W.

SA

CHICKENS were trucked to Hong Kong in February 1998, replacing
some of the millions killed to halt the spread to humans of a lethal in-
fluenza virus. Officials were about to test blood from the birds.
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An explanation of the psychology be-
hind the Year 2000 computer prob-  
lem can be found in a perhaps un-

likely place: Lewis Carroll’s Alice in Wonder-
land. In the popular children’s classic, the Mad
Hatter asks, “Does your watch tell you what
year it is?” and Alice replies, “Of course not,
but that’s because it stays the same year for such
a long time together.”

There are many reasons why programmers,
including me, chose to represent years by using
just two digits, 55 for 1955 and 10/23/76 or
23/10/76 for October 23, 1976, for example.
Decades ago digital real estate was scarce: com-
puter memory was expensive, and typical
punch cards were only 80 columns wide. Peo-
ple also rationalized the shortcut by citing the
efficiency of reduced keystrokes. Of course, the
absence of standards played an enabling role,
and many of us truly believed (incorrectly so)
that the software we were writing would long
be retired before the new millennium. Thanks
to sheer inertia and lingering Tea Party logic
(why store more than two digits when the cen-
tury stays the same for such a long time togeth-
er?), the practice continued long after computer
memory and cost constraints were legitimate
concerns.

The net result? Computers are now riddled
with representations of dates that are frighten-
ingly ambiguous. Simply put, how will digital
machines know whether 00 means 1900 or
2000? Already the confusion has led to a vari-
ety of problems. Back in 1993, Boeing noticed
errors in its application that handles orders with
seven-year lead times. A system at Amway Cor-
poration, a global manufacturer of soap and
other personal care products, rejected chemicals
that it had mistakenly thought to be almost a
century old. And some computerized cash regis-
ters have crashed when customers tried to use
credit cards expiring in 00. In fact, according to

one industry study conducted a year ago, more
than 40 percent of the organizations surveyed
had already suffered some kind of Year 2000,
or Y2K, failure.

The Soul of the Y2K Bug

Exactly what is causing such problems? An
obvious example is a savings deposit made

in 1999 and withdrawn in 2000. If the accounts
program at the bank calculates the interest
earned by first subtracting 99 from 00, the com-
puter will mistakenly think that the term of de-
posit is –99 years.

Consider a more obscure Y2K pitfall: An in-
surance company must routinely look for poli-
cies that have been dormant for more than five
years so that it can delete them from its databas-
es. To locate the inactive policies, the firm runs
an application that relies on data stored as
LAST-ACCESS, which contains time stamps of
the most recent dates that customers conducted
a transaction.

When the program examines a LAST-AC-
CESS value, it adds five to the two-digit year. If
the result is less than the current year, it deletes
the record. Therefore, when LAST-ACCESS is
93, then 93 + 5 < 99, and the policy will be cor-
rectly declared inactive. If LAST-ACCESS is 96,
however, the processing gets dicey. If only two
digits are allowed and extra information is trun-
cated, 96 + 5 will become 01, which is less than
99. The result would be the incorrect termina-
tion of the policy. (Because this example de-
scribes sloppy programming, people might be
tempted to dismiss it. But this type of failure has
already occurred.)

In other instances, a Y2K error could literal-
ly have fatal consequences. Using a medical
program that specifies the dosage of certain
drugs, a doctor types in “03-16-00” for an in-
fant’s birth date. The computer, however, as-

Fixing Y2K seems simple: change all two-digit years 
to four digits. But that tedious—and unexpectedly 
difficult—process takes more time than is left

by Peter de Jager

So Many Bugs ...
So Little Time

Y2K: 

FAILURES THAT HAVE
ALREADY OCCURRED

Unum Life Insurance
Company deleted 700
records from a database
that tracks the licensing
status of brokers because
a computer mistook 00
for 1900.

Mary Bandar, a cente-
narian, received an
invitation to attend
kindergarten in 
Winona, Minn.

In 1993 Boeing exper-
ienced errors in a system
that used seven-year lead
times for orders.

PC-based mixing system
at Amway Corporation
rejected a batch of chem-
icals because it mistaken-
ly believed the expiration
date to be in 1900.
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sumes the patient is a centenarian and recom-
mends a dosage that would have been fine for
an elderly adult but turns out to be deadly for
the tiny newborn.

This, then, is the soul of the Year 2000 prob-
lem. People have stored years ambiguously, and
that confusion is now beginning to wreak hav-
oc. Many organizations have simply replaced
the offending programs with newer software
that is Y2K-ready. For embedded systems [see
box on page 92], that tactic has sometimes
been the only viable option. But replacing the
myriad computer programs already in use
would be too costly and time-consuming. Com-
panies are thus trying to mend what they have.

But What’s a Date?

When people first became aware of Y2K,
they quickly proposed a legitimate,

even optimal, repair strategy: if two digits
were left out, just put them back in. Setting
aside for now the logistical complexities in-
volved in modifying the terabytes of data in a
multinational corporation, this solution raises
the crucial yet seemingly facetious question,
What’s a date? After all, before people can
add two digits to every year, they must first
find the dates.

It is important to note that computers do
not know what any of the information they
reference actually represents. The meaning of
the data is supplied by—and, more to the
point, remains with—humans. And program-
mers did not adhere to a set of standards
when creating names to identify dates. For in-
stance, dates can have obscure labels, such as

SNARK and WUMPUS, as well as more ob-
vious choices, such as BIRTH_DATE and
EMP_START_DT.

Nor can people rely entirely on the numeri-
cal information itself. One approach has been
to sift through data and pick out columns
with numbers that range from 1 to 12, from 1
to 31 and from 0 to 99 and then assume that
the last piece of information denotes years.
Although justified, this assumption is not al-
ways correct. The 0-to-99 data might instead
represent percentages of a certain quantity.
And often two-digit years are buried deep in-
side other data, such as within long product
serial numbers.

Automated software tools have been devel-
oped to locate dates. Some of the more ad-
vanced products deploy deductive reasoning
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to achieve astounding rates of success. Still,
no tool has achieved error-free operation.

Finding dates is merely the first step. One
problem with extending all years to four digits
is that programmers might have to redesign the
layouts of certain reports, forms and screen dis-
plays to accommodate the extra digits. A larger
complication is that software applications that
refer to the expanded data would also have to
be modified.

Consider a personnel database in which em-
ployee names are stored in columns 1 through
30, birth dates from 31 through 36, salaries from
37 through 42 and so on. If the birth dates
are expanded to accommodate four-digit
years, then the salary information and all subse-
quent data will also be bumped two columns to
the right. As a result, every program that re-
trieves that information must be adjusted to ob-
tain data from the correct locations.

Such changes are typically made to “source
code,” which programmers write using lan-
guages like COBOL and C. The software is
then converted into a form—called an object
module—that a computer can comprehend.
The translation is performed by a program
called a compiler. Problems can arise because
compilers are continually upgraded. In some
cases, programming techniques that an earlier
compiler accepted as legitimate might now be
forbidden, in much the same way that a docu-

ment created by the third version of a word-
processing software program might be reject-
ed by version five of the same product. Conse-
quently, old source code that has recently been
corrected to handle Y2K may no longer com-
pile properly into a new object module unless
additional modifications are made.

To make matters worse, many companies
have lost parts of their source code. Although
the quantity of missing software is typically less
than 3 to 4 percent, even this tiny amount can
be extremely troublesome because program-
mers cannot easily modify an object module di-
rectly. They must re-create the source code, ei-
ther from scratch (a difficult task because the
accompanying documentation is most likely
also missing) or from the object module itself
(a heinous process that has been compared to
retrieving a pig from sausage).

Once source code has been repaired and re-
compiled, it must also be tested. Because soft-
ware revisions almost always introduce new
bugs, the verification of modified programs is
now the largest part of any Year 2000 project.

In the early 1990s many experts asserted that
date expansion was the best way to tackle
Y2K. But the unexpected necessity of having to
recompile every program that refers to a date
in any file, even when the application does not
perform date calculations, has made this ap-
proach too expensive and time-consuming for
most companies. (Of course, expansion to four
digits would, in the transition from A.D. 9999
to 10,000, also lead to the Y10K problem, but
that is a subject for another article.)

Doing Windows

An alternative solution is to teach com-
puters that 00 means 2000. Programmers

have extended this simple idea into a strategy
called windowing. They have taken all the
years from 00 to 99 and divided them into two
groups based on a carefully selected pivot (45,
for example). Two-digit years greater than or
equal to that number are considered to reside
in the current century (68 becomes 1968). Ev-
erything else is considered to lie in the 21st cen-
tury (13 becomes 2013).

Using this concept, a programmer can delve
into the source code, find all date references and
modify accordingly the calculations involving
that information. Because the actual two-digit
years themselves do not need to be altered (just
the calculations involving those dates are ad-
justed to place years in the appropriate cen-
turies), windowing requires less work than date
expansion and is currently the technique most
commonly used to fix Y2K.

The approach, however, has weaknesses. It
obviously fails for any data that span more
than 100 years, such as birth dates and long-
term leases. It also poses some interesting prob-
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Y2K Litigation 

After computerized cash
registers at Produce
Palace in Warren,
Mich., repeatedly
crashed when customers
tried to use credit cards
expiring in 00, the
grocer sued TEC
America, the manu-
facturer of the system.

COMPUTER PROGRAMMERS have been busy correcting Y2K problems.
In this software “factory” in Charlotte, N.C., more than 250 technical staff
of contractor Alydaar Software fix millions of lines of code each month.
Much of this work is for Fortune 500 companies.
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lems when information must be moved be-
tween systems that have used different pivot
points. For example, a pivot of 25 might be ap-
propriate for a program that handles the in-
voices of a company founded in 1928. But an-
other application that does long-term sales pro-
jections at the same firm might deploy a pivot
of 70. The problem, of course, is when infor-
mation must be moved between the two sys-
tems: the year 2031 will become 1931, or vice
versa, causing mayhem in the calculations.

To complicate matters, programmers have
also used sliding windows, in which the pivot
changes over time. This strategy makes sense
for certain types of programs, such as those
that handle 30-year home mortgages. For
such an application, the pivot might be set
equal to 40 years from the current year. Ob-
viously, it is crucial to keep track of sliding
pivots to avoid possible conflicts with other
systems. Furthermore, programmers must
recognize that representing the year 1968 in a
program with 70 as its pivot will require ad-
ditional software tweaking.

Time Shifting

In another approach, basic arithmetic is used
to finesse Y2K. Consider the calculation 00 –

99 = –99. If the operation was intended to rep-
resent 2000 – 1999, then the answer of –99 is
obviously incorrect. But note that 00 – 99 is
equivalent to (00 + 5) – (99 + 5). If that expres-
sion is calculated in two-digit math, it will yield
5 – 4 = 1. Adding 5 to both 00 and 99 has, in
effect, shifted both dates into the same century,
so that the computation of 2000 – 1999 could
be performed correctly using just two digits.

But dates are more than mere numbers. Jan-
uary 1, 2000, is a Saturday; January 1, 2005,
is not. Thus, the approach of adding 5 to all
years will fail for programs that need to distin-
guish the days of the week. Still, all is not lost.
Basically, there are two cycles controlling the
days of the week: a cycle of seven for the dif-
ferent days and one of four for leap years.
Multiplying the two gives an overall cycle of
28 years. January 1, 2000, will be a Saturday
just as January 1, 1972, was and as January 1,
2028, will be. Taking advantage of that pat-
tern, the “encapsulation” technique adds 28
to two-digit years before performing further
calculations. Once those computations are
complete, 28 is then subtracted from the dates.

Although encapsulation can be used to
sidestep many Y2K problems, the technique
becomes unwieldy for complex computations.
An example is an application that works in
parallel with one or more other programs:
during its own computations, the application
may need to send information to other sys-
tems that manipulate the data in their own
ways; the results might then be combined and

recombined at various intervals. Program-
mers would have difficulty determining and
keeping track of when to add and when to
subtract 28.

In addition, encapsulation fails with dates
that are buried in other information that uses
certain digits for validation purposes. Consider
a product stock number such as 7289-47-99-5,
in which 99 is the expiration year and the last
digit, 5, is used to verify the overall sequence.
In this instance, the 5 is obtained from adding
7289, 47 and 99 and taking the last digit of the
resulting sum of 7435. So-called check digits
are often used to verify credit card, bar code
and Social Security numbers. Obviously, cava-
lierly adding 28 to two-digit years would gum
up such validation calculations.

The three techniques—date expansion, win-
dowing and encapsulation—have thus far ac-
counted for more than 95 percent of Y2K fixes
to existing software. Many large companies
with thousands of computer programs have de-
ployed a mixed approach. Software tools exist
to automate the three solutions, but none has
achieved error-free success.

Perversely, one factor that severely hampers
Y2K fixes is that some software already takes
into account the century change. The original
programmers have used their own window-
ing or encapsulation scheme in anticipation of
Y2K problems. But these precautions may not
have been deployed throughout an entire pro-
gram, leaving the system betwixt and between
a solution. For such software, implementing
additional remedies could result in a digital
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Other Rollover Dates

August 22, 1999:
Global Positioning
System (GPS) will 
reset to week 0 after
1,023 weeks. 

January 19, 2038:
Unix systems will roll
over, because it will be
231 seconds from their
start date of January 1,
1970.

February 6, 2040:
Older Macintosh
computers may revert to
January 1, 1904, losing
232 seconds.

BR
YA

N
 C

H
RI

ST
IE

; S
O

U
R

C
E:

 S
U

B
C

O
M

M
IT

TE
E 

O
N

 
G

O
V

ER
N

M
EN

T 
M

A
N

A
G

EM
EN

T,
 IN

FO
RM

AT
IO

N
 A

N
D

 T
EC

H
N

O
LO

G
Y

BR
YA

N
 C

H
RI

ST
IE

; S
O

U
R

C
E:

 C
O

M
PA

N
Y 

RE
PO

R
TS

How Prepared Is the U.S. Federal Government?

SSA 308 93% 99% 1999
Social Security 
Administration
FEMA 49 69% 82% 1999
Federal Emergency 
Management Agency
Treasury 323 45% 61% 2000
Department of Treasury
DOD 2,965 42% 54% 2001
Department of Defense
Justice 207 31% 31% 2030+
Department of Justice
NASA 158 63% 74% 2000
National Aeronautics and
Space Administration

Systems
Fixed as of 

August 1998

Estimated 
Systems Fixed
by March 1999

Estimated Year
When All Systems

Are Fixed

Total Number 
of Critical 
Systems
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mess—double windowing with different piv-
ot years or a combination of encapsulation
and windowing on the same data.

Determining whether a software applica-
tion has preexisting fixes can be difficult, par-
ticularly if the code is poorly written and
badly documented. As a programmer, I have
sat in front of a small amount of code (mere-
ly 10 to 15 lines) for hours, struggling to de-
termine what the software was supposed to
accomplish. And the danger of automated
tools is that they blindly apply a cookie-cut-
ter solution with no understanding of what
the code is actually doing.

There are additional monkey wrenches. A
common programming practice has been to
give dates or years that are close to 2000 a

special meaning. Specifically, programmers
have often used 9999 or simply 99 to mark
the end of a file or a record that should be
expunged or archived. Now, of course, that
practice leads to confusion because the two
quantities might instead legitimately mean
September 9, 1999, or the year 1999, respec-
tively. For instance, a sales application might
prompt clerks to enter 99 as a year if they
want to delete the corresponding customer
order. The program must now be rewritten
to enable that request to be made in a differ-
ent way.

Another complication involves leap years.
Because the earth takes a little less than
365.25 days to orbit the sun (the more exact
number is 365.242199), leap years do not
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Hidden inside a medical system that doctors use for radia-
tion treatments are computer chips that must ensure that

the right dosage is delivered to a patient. But because the calcu-
lations are performed with two-digit years, the device will not
be able to compute the correct strength of a radioactive sample
that decays from the current century into the next. Fortunately,
the manufacturer has already discovered the problem and has
contacted its customers to recall the product. 

Without a doubt, the dangerous wild cards of Y2K are prepro-
grammed computer chips that have been built into a wide vari-
ety of electronic equipment, including industrial machinery,
monitoring devices, traffic lights, security alarms, navigation
tools and countless consumer products, such as automobiles,
watches, VCRs and microwave ovens. Such “embedded systems”
are everywhere—in factories, nuclear power plants, water and
sewage systems, hospitals, office buildings and homes. The
Gartner Group, a consultancy in Stamford, Conn., puts the
worldwide total at 32 billion to 40 billion.

Of course, most of these systems do not depend on any knowl-
edge of dates and will therefore not be affected by Y2K. Of those
that are date-sensitive, only a very tiny fraction will suffer anoma-
lous processing. Nevertheless, even that minute percentage is still
cause for concern. Although nobody knows for sure the exact
number, Gartner estimates that millions of those embedded sys-
tems are vulnerable.

Such enormous uncertainty exists because it is often extremely
difficult for someone—even an experienced engineer—to deter-
mine exactly how a particular embedded system might fail. Often
equipment that does not at first appear to depend on date calcu-
lations actually does. Consider a device that for safety reasons
shuts itself down on January 1, 2000, because it mistakenly thinks
that its last inspection was nearly a century ago. An even more in-
sidious problem could occur with a monitoring system that issues
emergency warnings. The crucial messages might be ignored be-
cause they are date-stamped 00 and have thus been pushed off
the operator’s screen by seemingly more current messages dated
99. Indeed, Y2K problems could occur in the unlikeliest of places.
Firefighters in Baton Rouge, La., had to test their fire trucks to en-
sure that the mechanisms controlling the water pumps and lad-
ders do not require Y2K repairs. Fortunately, they don’t. 

Personal computers may be among the easiest products to

correct embedded problems. Most PCs purchased before 1996
have no intrinsic knowledge of the century turnover: on January
1, 2000, many will automatically revert to their reset date in
1980. But software patches are available to correct that flaw.

Unfortunately, other fixes are not so simple. Many of the com-
panies that manufactured embedded systems are no longer in
business, or if they are, the people who designed the faulty
products have left and the documentation is missing or incom-
plete. Furthermore, some of the buggy systems have been in-
stalled in remote sites, such as on offshore oil rigs.

A common solution is to make one-for-one replacements of
the offending chips, including real-time clocks (which keep track
of time with a crystal oscillator) and microprocessors and con-
trollers (which instruct a device to perform certain actions). The
process might be as simple as pulling the parts off printed cir-
cuit boards and plugging in their newer counterparts that are
inscribed with revised software designed to handle Y2K. Often,
though, the entire piece of equipment must be scrapped and
replaced—obviously an expensive course of action but some-
times a necessary one, particularly if the device will have trouble
calculating a patient’s radiation dosage. —P.d.J.

Problems Embedded Everywhere

Y2K in Japan

Japan has been
criticized for its per-
ceived inaction on Y2K.
But one factor in the
country’s favor is that
many companies have
used the alternative
emperor system to
record years, in which
1999 is Heisei 11.
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KENNETH W. KIZER of the Veterans Health Administration
testified before Congress last July that certain medical equipment,
including cardiac defibrillators, would not work properly because
of Y2K problems in their computer chips.
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adhere to a strict four-year cycle. Exempt are
century years—such as 1700 and 1800, which
are not leap years—but exceptions to that ex-
ception are centuries evenly divisible by 400.
Thus, there will be a February 29 in 2000
(even though there was no such day in 1900),
which will further confuse computers that
have not been properly programmed with
that knowledge.

A Digital Disaster?

These various factors, among numerous
others, have led to widespread uncertain-

ty and heated controversy over Y2K. At one
end of the spectrum lies extreme silliness—

“There is a possibility we will lose electrical
power forever….” (a statement actually
made by a speaker at a recent Y2K confer-
ence). At the other end is ill-informed compla-
cency—“Y2K is a one-day event. People will
fix any problems over the weekend.”

In my view, both extremes are equally
naive. The former ignores society’s ability to
recover from adversity. The notion that peo-
ple will somehow lose forever the intellectual
capacity to produce electricity does not merit
serious discussion. In fact, organizations such
as financial institutions that have devoted the
necessary resources have made great strides in
combating Y2K. Last summer Wall Street sim-
ulated what stock trading would be like on
January 3, 2000, and uncovered only minor
date-sensitive problems. Additional tests are
scheduled this spring.

On the other hand, pooh-poohing Y2K ig-
nores the technological vulnerability of modern
society, which is supported by an intricate foun-
dation of interlocking codependencies. In par-
ticular, single points of failure can ripple quickly
through a system, with disastrous results. Gal-
axy IV, just one of many communications satel-
lites, had a problem last spring, and millions of
pagers died a sudden death. A single cable failed
in Auckland, New Zealand, overloading the
system, and the city lost power for six weeks.

These events happened; none was expected.
Of course, Y2K is different—it has been pre-
dicted. Today computer professionals around
the world are modifying much of their existing
software. The CIBC bank in Canada has 1,000
people working on its project with a budget of
about $120 million. AT&T has already spent
over $500 million, Citicorp will shell out about
$650 million, and the Internal Revenue Ser-
vice’s expense will be roughly $1 billion.

These are huge efforts, but if people have
learned anything about large software proj-
ects, it is that many of them miss their dead-
lines, and those that are on time seldom work
perfectly. To deny this is to forget the lessons
of past software debacles, including the com-
puter fiascoes at the Atlanta Olympics and the

Denver International Airport. Indeed, on-time
error-free installations of complex computer
systems are rare. The excruciatingly painful
aspect of Y2K projects is that the deadline is
immovable.

All that said—and considering other factors,
including the amount of work already com-
pleted and the planned contingencies and
compromises people will have to make as the
century turnover nears—I believe that severe
disruptions will occur and that they will last
perhaps about a month. Additional problems,
ranging from annoyances to more serious is-
sues, will continue cropping up throughout
2000. This prediction might be optimistic; it
assumes that people will have done what is
necessary to minimize the number of single
points of failure that could occur. Accomplish-
ing that alone in the time remaining will re-
quire a Herculean effort unprecedented in the
history of computers.
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The Bottom Line for Y2K in the U.S.

Best Case Expected Case Worst Case

Software applications 10 million 12 million 15 million
with Y2K problems

Percent of Y2K problems 5% 15% 25%
that will not be fixed in time

Infrastructure failures 
because of Y2K*

Power systems 5% 15% 75%
Transportation systems 5% 12% 50%
Telephone systems 5% 15% 65%

Cash-Flow Problems 

In anticipation of
people hoarding
money, the Federal
Reserve Board is
planning to add $50
billion to the
government’s usual
supply of cash.

*Percent of households that will be affected
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MICROSATELLITE (highlighted region) in
this example consists of a specific sequence of
DNA units, or bases—CAAT (cytosine-adenine-
adenine-thymine)—repeated five times; each
CAAT sequence is always paired with a
complementary GTTA (guanine-thymine-
thymine-adenine) sequence on the opposite
strand of the DNA “ladder.” The repeating
sequences, or motifs, in microsatellites can
contain up to six bases, and each sequence can
be present in multiple copies.

DNA 
Microsatellites:

Agents of Evolution?

Repetitive DNA sequences 
play a surprising role in how bacteria—

and perhaps higher organisms—

adapt to their environments. On the 
downside, they have also been linked 

to human disease

by E. Richard Moxon and Christopher Wills
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A
human’s genetic code consists of roughly three billion
bases of DNA, the familiar “letters” of the DNA al-
phabet. But a mere 10 to 15 percent of those bases
make up genes, the blueprints cells use to build 
proteins. Some of the remaining base sequences in
humans—and in many other organisms—perform
crucial functions, such as helping to turn genes

“on” and “off” and holding chromosomes together. Much of
the DNA, however, seems to have no obvious purpose at all,
leading some to refer to it as “junk.”

Part of this “junk DNA” includes strange regions known as
DNA satellites. These are repetitive sequences made up of var-
ious combinations of the four DNA bases—adenine (A), cyto-
sine (C), guanine (G) and thymine (T )—repeated over and
over, like a genetic stutter. In the past several years, researchers
have begun to find that so-called microsatellites, those contain-
ing the shortest repeat sequences, have a significance dispro-
portionately great for their size and perform a variety of re-
markable functions.

Indeed, scientists are discovering that the repetitive nature
of microsatellites makes them particularly prone to grow or
shrink in length and that these changes can have both good
and bad consequences for the organisms that possess them.
In certain disease-causing bacteria, for example, the repeat
sequences promote the emergence of new properties that can
enable the microbes to survive potentially lethal changes in
the environment. Some microsatellites are also likely to have
substantial effects in humans, because at least 100,000 occur
in the human genome, the complete complement of DNA in
a human cell. Although the only function assigned so far to
human microsatellites is negative—causing a variety of neu-
rological diseases—microsatellites may be surviving relics of
evolutionary processes that helped to shape modern humans.

While some investigators search for the reasons humans
carry so much repetitive DNA, many are now learning to ex-
ploit microsatellites to diagnose neurological conditions and
to identify people at risk for those disorders. They are also
finding that microsatellites change in length early in the de-
velopment of some cancers, making them useful markers for
early cancer detection [see box on page 98]. And because the
lengths of microsatellites may vary from one person to the next,
scientists have even begun to use them to identify criminals and
to determine paternity—a procedure known as DNA profiling
or “fingerprinting” [see box on page 97].

Satellite DNA was first identified in the 1960s. Researchers
discovered that when they centrifuged DNA under certain con-
ditions, it settled into two or more layers: a main band that con-
tained genes and secondary bands that came to be known as
satellite bands. The satellite bands turned out to be made of
very long, repetitive DNA sequences. In 1985 Alec J. Jeffreys of

the University of Leicester found other, shorter repetitive re-
gions of DNA, which he dubbed minisatellites, that turned out
to consist of repeats of 15 or more bases. (Jeffreys and his col-
leagues also determined that the number of repeats in a given
minisatellite differs between individuals, a finding that al-
lowed them to invent the DNA-fingerprinting technique.) In
the late 1980s James L. Weber and Paula L. May of the
Marshfield Medical Research Foundation in Marshfield, Wis.,
and Michael Litt and Jeffrey A. Luty of the Oregon Health Sci-
ences University isolated satellites made up of still shorter
DNA repeats and named them microsatellites; these, too,
would prove useful for DNA fingerprinting.

Today scientists generally consider microsatellite DNA to
consist of sequences of up to six bases repeated over and over,
end to end, like a train made up of the same type of boxcar.
What makes microsatellite DNA so important for evolution is
its extremely high mutation rate: it is 10,000 times more like-
ly to gain or lose a repeat from one generation to the next
than a gene such as the one responsible for sickle cell anemia
is to undergo the single-base mutation leading to that disease.
And although it is quite rare for the single-base mutation that
underlies sickle cell anemia to mutate back again to its benign
state, microsatellites can readily return to their former lengths,
often within a few generations.

“Smart” Microbes

The role of microsatellites in the diversity of pathogenic bac-
teria was uncovered in 1986 in the laboratory of Thomas

F. Meyer of the Max Planck Institute for Biology in Tübingen.
Meyer and his colleagues were studying Neisseria gonorrhoeae,
the bacterium that causes the sexually transmitted disease gon-
orrhea. N. gonorrhoeae, a single-celled organism, possesses a
family of up to 12 outer-membrane proteins that are encoded
by genes called Opas. (The name of the genes is derived from
the opaque appearance of bacterial colonies that make Opa
proteins.) The proteins produced by the Opas are important
because they allow the bacterium to adhere to and to invade ep-
ithelial cells, such as those that line the respiratory tract, as well
as cells of the immune system called phagocytes. Each of the
Opa genes contains a microsatellite composed of multiple
copies of the five-base motif CTCTT.

The enormous variation conveyed by microsatellite repeats
results from the fact that the repeats are especially prone to
DNA-replication errors, often through what is called slipped-
strand mispairing. Before a cell—bacterial or otherwise— can
replicate, it must make a duplicate set of its DNA. This is a
complicated process because each DNA molecule is a double
helix resembling a twisted ladder, where the rungs of the lad-
der are base pairs. The genetic code is spelled out by the bases
on one side of the ladder; the bases along the other side are
complementary (A always pairs with T, and C with G).

During DNA replication, the ladder splits down the middle,
separating the base pairs, as enzymes called DNA polymeras-
es copy each strand [see box on next page]. As the new strand
is made, it pairs with its template. Slipped-strand mispairing
can occur when either the old, template strand or the newly
forming, complementary strand slips and pairs with the
wrong repeat on the other strand. This slippage causes the
DNA polymerase to add or delete one or more copies of the
repeat in the new strand of DNA.

The frequency of such slippage mechanisms is very high in N.
gonorrhoeae: each time the bacteria divide, approximately one
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out of every 100 to 1,000 daughter cells
will carry a mutation that changes the
number of CTCTT repeats. This change
can have a dramatic effect on the Opa
genes, because genetic information is
read in “words” of three bases, called
codons. Proteins are strings of amino
acids, and each codon specifies a particu-
lar amino acid in the protein chain. Be-
cause the repeat is not three bases long,
an increase or decrease in the number of

repeats shifts the meaning of all the sub-
sequent codons.

In the case of the Opa genes, deleting
a CTCTT repeat leads to the produc-
tion of a protein that is shortened and
cannot adhere to host cells; in conse-
quence, the bacterium bearing the shor-
tened protein becomes unable to enter
those cells. But subsequent slippage has
a good chance of adding the repeat
back, thereby allowing the Opa gene to

produce a functional protein once again.
This reversible switching, called phase

variation, has been found in many dis-
ease-causing bacteria. By switching its
various Opa genes on and off from one
generation to the next, N. gonorrhoeae
can increase its chances for survival.
There are times, for instance, when it is
useful for the microbe to stick to and en-
ter host cells, such as when the bacterium
is spreading to a new host. At other

DNA Microsatellites: Agents of Evolution?96 Scientific American January 1999

In this process, the number of microsatellite repeats increases or
shrinks when a cell copies its DNA before dividing. During

DNA replication (a), enzymes called the DNA polymerase
complex unzip the parental DNA helix and copy both strands.
One of the copies is made piecemeal: the polymerase complex
synthesizes a short fragment (1) beginning with an RNA primer,
then skips ahead to generate a second short fragment (2). When

the polymerase finishes the second fragment, the RNA primer is
removed, and the two fragments are connected with DNA.
Increases in the number of microsatellite repeats (b) occur when
the new strand slips down one repeat in its binding to the old,
template strand, causing the polymerase to add an extra repeat in
the new strand to fill the gap. Decreases (c) happen when the old
strand slips, which results in repair enzymes deleting a repeat.
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times, it is strategically more advan-
tageous for the bacterium not to interact
with host cells—particularly phagocytic
cells, which engulf and destroy bacteria.

The implications of slipped-strand
mispairing for the ability of a bacterium
to vary its surface molecules have also
been studied extensively in Hemophilus
influenzae. Type b strains of this bacteri-
um are a primary cause of the life-
threatening brain infection bacterial
meningitis. Until the advent of a vaccine
in the late 1980s, roughly one in every
750 children younger than five years of
age contracted H. influenzae meningitis.

The outer membrane of H. influenzae
is studded with molecules of fats and sug-
ars joined together to make a molecule
called lipopolysaccharide (LPS). One
part of LPS, called choline phosphate,
helps H. influenzae stick to cells in the
human nose and throat, where the bac-
terium normally lives without eliciting
symptoms. At least three of the genes re-
quired for making LPS contain mi-
crosatellites built from the four-base se-
quence CAAT. As is true of the mi-
crosatellites of the Opa genes of N.
gonorrhoeae, changes in the number of
CAAT repeats in these genes can cause
H. influenzae to make LPS that either
has or lacks choline phosphate.

Jeffrey N. Weiser of the University of
Pennsylvania has shown that strains of
H. influenzae that have choline phos-
phates on their LPS molecules—so-called
ChoP+ strains—colonize the human nose
and throat more efficiently than strains
without them, which are referred to as
ChoP– strains. Without ChoP, however,
the bacterium is more resistant to be-
ing killed by various factors present in
the host’s blood and in other tissue
fluids. The bacterial cells can switch be-
tween the two states, depending on
whether they are being left undisturbed
to grow in the respiratory tract or are
spreading through the blood to other
sites, where they are likely to be attacked
by components of the immune system.

Most H. influenzae bacteria isolated
from humans are ChoP+ variants, which
are susceptible to the immune attack.
ChoP– variants inevitably arise through
slipped-strand mispairing, but they usu-
ally do not persist in the respiratory tract,
because they adhere less efficiently to
host cells than ChoP+ strains. But if the
host contracts a viral infection that
inflames the nasal tissues, the inflamma-
tion can increase the exposure of the bac-
teria to defense proteins of the host’s im-
mune system. In that case, ChoP– vari-

ants would have an advantage because
they can fend off such an attack. Once
the viral infection subsides, ChoP+ mu-
tants generated by further slipped-strand
mispairing of microsatellite DNA will
once again predominate.

Genes such as these that can switch on
or off readily have been named contin-
gency genes for their ability to enable at
least a few bacteria in a given population
to adapt to new environmental contin-
gencies. The variety of traits encoded by
contingency genes includes those govern-
ing recognition by the immune system,
general motility, movement toward
chemical cues (chemotaxis), attachment
to and invasion of host cells, acquisition
of nutrients and sensitivity to antibiotics.
Contingency genes make up a very small
fraction of a bacterium’s DNA, but they
can provide a vast amount of flexibility

in functioning. If only 10 of the 2,000
genes in a typical bacterium were contin-
gency genes, for instance, the bacterium
would be able to display 210—1,024—

different combinations of “on” and
“off” genes. Such diversity ensures that
at least one bacterium in a population
can survive its host’s immune or other de-
fenses and then can replicate to produce
a new, thriving colony. 

Causing disease—which can backfire
by killing the life-giving host—may be
one of the prices that bacteria pay for
their ability to produce so many vari-
ants. The occasional variant may stray
beyond its usual ecological niche in the
host. It may penetrate the cells lining the
respiratory or intestinal tracts, for exam-
ple, to yield a potentially fatal infection
elsewhere in the body. Provided that
such events occur rarely, however, the
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Besides the well-publicized use of mi-
crosatellite DNA to nab criminals

through DNA fingerprinting, microsatel-
lites are also being used to aid conserva-
tion efforts through study of the sex lives
of endangered animals.

DNA fingerprinting, which distinguishes
people by differences in selected regions of
their DNA, is possible because the lengths
of microsatellite DNA sequences differ be-
tween individuals. Scientists create DNA
fingerprints by using special enzymes to
make millions of exact copies of various mi-
crosatellites from each subject and then
separating the copies by size on a gel. The
result is a pattern of bands that looks much
like a bar code—and that is almost as
unique to each individual as a fingerprint is.

Pascal Gagneux and David S. Woodruff of
the University of California at San Diego—
together with Christophe Boesch of the Zo-
ological Institute of the University of Basel—
have used DNA microsatellites as tracers to
probe the mating habits of a group of wild
chimpanzees in the Taï Forest of Ivory Coast.
They collected hairs from the temporary
treetop nests each animal built to sleep in
and extracted DNA from cells clinging to
the roots of the hairs. By comparing the mi-
crosatellite DNA fingerprints of the adult
males and females with those of 13 off-
spring, Gagneux, Woodruff and Boesch
found that seven of the babies could not
have been fathered by males in the group.
Although the researchers had never seen
them doing it, at least some of the female
chimpanzees must have sneaked into the

surrounding forest during the night for
trysts with males in other groups nearby.

Such nocturnal adventures might ex-
plain how even small groups of chim-
panzees maintain a great deal of genetic
diversity. Diversity is valuable for providing
resistance to disease and is strongly sus-
pected to aid survival in many other ways. 

Preserving such variety is likely to be es-
sential to the survival of wild chimpanzee
populations. Unfortunately, as these popula-
tions become more and more fragmented
and separated by longer distances, the abili-
ty of females to find males in other groups
and to bring new genes into their group will
be curtailed drastically. —E.R.M. and C.W.

Searching for Papa Chimp
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FEMALE CHIMPANZEES, such as this
one with her baby, often sneak away  to
breed with males outside their own
groups, according to DNA-fingerprinting
tests based on microsatellites.
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benefits of contingency genes for the sur-
vival of a bacterial species outweigh the
disadvantages of killing some hosts.

The microsatellites of these bacteria
are true evolutionary adaptations. It is
implausible that such unusual repeats
could have arisen by chance; they must
have evolved and been retained because
they enable bacterial populations to
adapt rapidly to environmental changes.

Microsatellites in People

Useful as they are, contingency genes
are apparently confined to bacteria.

The role of microsatellites seems to be
very different in eukaryotic organisms
like ourselves, whose cells contain a nu-
cleus. None of the eukaryotic microsatel-

lites identified to date appear to scramble
the way DNA is read and to yield non-
functional proteins. Most lie outside
genes, but roughly 10 percent actually
fall within them. Of this 10 percent, al-
most all are so-called triplet repeats,
which tend to expand or contract in units
of three bases. Just as adding or deleting
an “and” or a “the” in a sentence rarely
obscures its meaning, triplet repeats can
expand or contract without disturbing a
gene’s message. Having the same length
as a codon, they may simply lead to in-
sertion or removal of a few repetitive
amino acids without changing the se-
quence of all the others down the line.

So what are the functions of mi-
crosatellites in higher organisms? Scien-
tists suspect that at least some of them

must have uses, because eukaryotes have
more microsatellites than bacteria and
many of them happen to be in or near
genes involved in pathways regulating
fundamental cellular processes. Only a
few hints have yet emerged, however,
about what these purposes might be.

The few effects that have now been
traced to eukaryotic microsatellites
have generally been harmful. For exam-
ple, the grim neurodegenerative disor-
der Huntington’s disease—character-
ized by late-onset dementia and gradual
loss of motor control—is triggered by a
flawed version of a gene that codes for
a large protein, huntingtin, of unknown
function. The normal gene contains a
long, triplet-repeat microsatellite that
adds a string of amino acids called glu-
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Microsatellite DNA may soon be af-
fecting our lives in an important

way: it may improve the early detection of
cancer. Tests for mutations in genes that
in their altered forms predispose to can-
cer, such as p53 and ras, can now be used
to detect as few as one cancer cell out of
10,000 normal ones. But mutations in
these genes do not occur in all cancers or
even in all cancers of a given type.

Microsatellites provide another method
for early cancer detection because the
overall rate of microsatellite expansion or
contraction in cells turns out to be
markedly increased in some types of can-
cers. Such bursts of change, often involv-
ing many different microsatellites, can be
detected fairly easily. The approach can
currently detect one cancerous cell out of
about 500 normal ones.

Microsatellite changes in cancer cells
were first found in 1993 by Manuel Peru-
cho of the California Institute of Biologi-
cal Research in La Jolla, Calif., who was
studying hereditary nonpolyposis colon
cancer. Perucho noted that many mi-
crosatellites from cancer cells were either
longer or shorter than those in normal
cells from the same patient. It was soon
shown that one of the defects causing
these alterations was in a gene encoding
an enzyme responsible for correcting the
length of microsatellites that grew or
shrank during DNA replication; loss of the
functional gene would presumably in-
crease the likelihood that the errors
would go uncorrected.

The circle of proof was closed when
Richard C. Boland of the University of Cali-

fornia at San Diego and others inserted a
human chromosome carrying a normal
DNA-repair gene into colon cancer cells
grown in the laboratory. They observed
that the inserted gene corrected the ten-
dency for microsatellites in the cancer
cells to mutate.

Striking as these findings are, however,
microsatellite instability may be more a
symptom than a cause of cancer. Although
so-called knockout mice that lack the gene
encoding one of the major mismatch-
repair proteins live for only a short time
and acquire many types of cancer, none
of the cancer cells show increased levels
of microsatellite mutations. It appears
that such alterations form only part of the
great variety of genetic changes that can
cascade through the genome of a cell
once the process of carcinogenesis has
been set in motion—meaning they might
be by-products of the carcinogenic pro-
cess rather than contributors to it.

Nevertheless, the associations occur of-
ten enough that microsatellite instability
provides clinicians with a new and power-
ful tool. Successful clinical trials of early
detection systems employing microsatel-
lites have been carried out for colorectal
and bladder cancers and are now being
extended to many other types of cancer,
although none of the tests are now avail-
able outside research settings. As clini-
cians gain experience with these various
patterns, not only will cancers be detect-
ed sooner than ever before, but the pat-
tern of microsatellite variation will pro-
vide strong indications of the type of can-
cer involved. —E.R.M. and C.W.

Detecting Cancer

C G
TA

PATERNAL

GC

MATERNAL

MICRO-
SATELLITE

PATERNAL

MATERNAL

C G
TA

C G
TA

C G
TA

TA

C G
TA

T A

C G
TA

C G
TA

TA

TA

T A
TA

CG

T A

C G
CG

T A
TA

C G
C G
C G

C G
TA

TA

T A
TA

CG

T A

C G
CG

T A
TA

C G

TEST FOR CANCER spots changes in the
lengths of microsatellites, such as those
composed of repeats of the sequence CA.
Normal lung cells (left), for example, have CA-
repeat regions of two different lengths—one
inherited from an individual’s mother and one

NORMAL LUNG

GEL

Copyright 1998 Scientific American, Inc.



tamines near the start of the protein.
The number of glutamines at the be-

ginning of the huntingtin protein usually
ranges from 10 to 30. But people who
have—or who are destined to develop—

Huntington’s disease carry a microsatel-
lite coding for an unusually long run of
36 or more glutamines. Inheritance of
just one copy of the flawed gene, from
the mother or the father, is enough to en-
sure eventual illness. It is not yet clear
how the long stretches of glutamines
contribute to Huntington’s.

More than a dozen such triplet-repeat
diseases are now known; most are rare
neurological diseases. About half the dis-
ease-causing microsatellite repeats are in-
side a gene, and most encode glutamines.
The rest are sufficiently close to nearby

genes that they can affect their function.
One of these rare neurological dis-

eases—spinal bulbar muscular atrophy—

results from expansion of a microsatel-
lite inside a gene on the X chromosome;
the gene codes for a receptor for the
male hormone androgen. People with 40
or more triplet repeats in part of one of
their androgen receptor genes develop
the disease. But a group led by E. L.
Yong of National University Hospital in
Singapore has demonstrated that repeats
that are even slightly longer than normal
can also have medical effects. They re-
ported in 1997 that men with between
28 and 40 repeats in the part of the an-
drogen receptor gene that encodes glu-
tamines were likely to be infertile.

Too few triplet repeats in the androgen
receptor can also have untoward conse-
quences. Several other research groups
have shown that men with 23 or fewer
repeats have an increased risk of prostate
cancer. Such cases are unusual, however.

Evolving Evolvability

Why do we have all these genetic
time-bombs ticking inside our

genomes? It is striking that so many of
our triplet-repeat diseases involve neuro-
logical function and that none of those
linked to triplet repeats in humans have
yet been reported in other primates, such
as chimpanzees. If such diseases turn out
to be unique to humankind, they might
represent a genetic cost we have incurred
because of the rapid evolution of our
brains. It is possible that long microsatel-
lites at or near certain genes might con-
tribute to brain function and might there-
fore have persisted throughout evolution-
ary time even though they occasionally
expand too much and cause disease.

In 1989 one of us (Wills) postulated on
theoretical grounds that some genes have
evolved the ability to evolve. According
to the hypothesis, in an environment that
fluctuates in some predictable way—such
as growing warmer or cooler—possess-
ing the genetic apparatus to evolve quick-
ly would have advantages. The contin-
gency genes of bacteria have turned out
to be excellent examples of evolvability
genes: their high rates of forward and
backward mutation allow bacteria to
adapt rapidly to predictable environmen-
tal changes and then to revert back again
when the earlier conditions reappear.

Perhaps eukaryotic microsatellites ex-
ert a more subtle form of regulation
than that provided by bacterial contin-
gency genes. In humans, microsatellites

within genes have been found that
influence the production rate of a num-
ber of proteins, ranging from the bile pig-
ment bilirubin to neurotransmitters, the
chemicals that carry messages between
nerve cells. David G. King of Southern
Illinois University has suggested that such
microsatellites may be “tuning knobs”
that evolved to act as rheostats for gene
function, turning up the amount of pro-
tein produced by a gene in some in-
stances and decreasing it in others. 

Indeed, Walter Schaffner and his col-
leagues at the University of Zurich have
shown that adding microsatellites that
encode runs of glutamines or prolines
(another amino acid) at the start of a
known gene can increase its ability to
yield protein. Perhaps, because it is so
much less disruptive than contingency
gene switching, this form of gene regula-
tion emerged during the evolution of
complex, multicellular organisms.

Scientists have only begun to probe
the roles of microsatellites in our own
species. It may be that the repeats, with
their ability to switch rapidly among a
limited number of states, will provide in-
sights into our own capacity to adapt to
environmental change, just as contingen-
cy genes have done in bacteria.
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from the father—that can be sorted by size on a
gel. Early tumors, such as adenoma of the lung
(right), are made of both normal cells and
cancer cells, which can be detected because their
microsatellites have shortened or lengthened to
yield more than two bands on a gel.
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On a misty, gray September morning in Port Alberni
Canal, on the western coast of Vancouver Island,
the 20-meter-long fishing boat Ganges I floats

peacefully at anchor. Long, wispy clouds are grazing the tops
of the rugged hills that line the edges of the inlet like the sides
of a deep green canyon. Off the starboard side, a trawler has
just puttered westward, but otherwise the only other distur-
bances are from jumping coho salmon, which break the
dark, lightly rolling waves, and from the occasional livid,
gesticulating sport fisherman cruising by.

The leaping, silvery fish are on their way to the inland
rivers of their birth to spawn and then die, a tiny part of the
ancient and still mysterious pageant that has intrigued and
sustained people along the borders of the earth’s temperate
zones for tens of thousands of autumns. The trawler, one of

13 on the canal, is there to intercept the fish—not to sell
them, but as part of a weeklong experiment on commercial
fishing techniques being run by researchers on board the
Ganges I.

The angry sport fishers would also like to be snagging
tasty cohos, one of the most celebrated of game fish. But
at about U.S.$100 apiece, the fish would be expensive.
That’s the fine for taking a coho, because on the advice of
scientists—including a few now on board the Ganges I—

the government has made it illegal to keep the fish. Yet to-
day, to the indignant amazement of the “sporties,” scientists
are out in the canal directing the small fleet of commercial
boats as they haul in the magnificent creatures and then kill
some of them.

Much of the sport fishers’ misguided fury is directed at
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Brent Hargreaves, the 44-year-old biologist directing the
project. They do not realize that this is no ordinary trawling
fleet. The 13 boats in the canal today have been mustered to
Hargreaves’s command to catch thousands of coho and to
kill several hundred of them, in the hope of eventually sav-
ing millions.

Populations of coho and, to a lesser extent, chinook
salmon have declined sharply in British Columbia in recent
years, even as their cousin species—pinks, chums and sock-
eyes—have held their own. While some biologists struggle to
understand what is decimating the prized fish, others are tak-
ing admittedly desperate measures to resuscitate the flagging
species. These fisheries experts are focusing their efforts on
two critical points in the salmon’s life span: their birth in
rivers and streams and their death in the nets of fishing

trawlers that intercept the fish as they swim back to freshwa-
ter to spawn.

There is more at stake here than just the future of fishing in
a corner of the world where the only other industry of any
size converts trees into paper pulp. “I see it as part of a larger
picture,” says Robert Bell-Irving, a fisheries technician with
the Canadian Department of Fisheries and Oceans (DFO).
“Look at the buffalo and the carrier pigeon in North Ameri-
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On Vancouver Island, fisheries scientists 
are trying to find out whether commercial 

fishing and cohos can coexist

CHINOOK SALMON was captured in a seine net in the
Phillips River, north of Vancouver in British Columbia. At
eight or nine kilograms (20 pounds), the fish is not very large
for a chinook; the largest specimens can reach 40 kilograms.
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ca. Salmon are our last chance to show that we can live with
a natural abundance without destroying it.”

Bell-Irving, a burly, soft-spoken man with an easy smile, is
trying to bolster chinook at their birthplace on the wild and
remote Phillips River, north of Vancouver. Even in this unin-
habited watershed, chinook runs have fallen by as much as
90 percent since World War II.

On many rivers in the more developed parts of southern
British Columbia, the numbers of chinooks, the largest of the
Pacific salmon that spawn in North America, have dropped
from the thousands to a few hundred, threatening the genet-
ic viability of the stock. For coho salmon, which reproduce
in small streams, at least 70 percent of their favored spawn-
ing and rearing grounds have been eliminated in the more
populated areas.

The declines, which began more than half a century ago,
have been attributed to logging, hydroelectric development,
mining, urbanization, overfishing and, lately, climate chang-
es. The situation is so precarious that some experts assert
that Canada’s array of federal and provincial efforts to boost
flagging populations will at best prop up the stocks until an-
other climate shift—perhaps the end of the current El Niño
cycle—enables more salmon to survive in the ocean and re-
turn to freshwater to spawn.

Commercial fishing for coho was essentially banned last
autumn throughout the Canadian Pacific, and trawling for
pink, chum and sockeye salmon was significantly reduced,
even though those species were not nearly as threatened as
coho. Why? Because commercial fishers have no way to
catch only certain species of fish while assuring the well-be-
ing of others. Cohos that wind up in a net full of sockeyes
generally die in the net, on board the boat or in the water
shortly after they are thrown back.

Hargreaves thinks there is a better way. His $600,000 ex-
periment here in Port Alberni Canal is testing new fishing
gear designed to spare the coho while snaring the more
abundant species. Five of the commercial trawlers participat-

ing in the experiment are fishing just as they normally would,
using ordinary purse-seine nets or gill nets. Purse-seines trap
the creatures in a long expanse of net that is trailed behind
the boat for a while and then gradually winched into a large
purse containing hundreds or thousands of fish. Hauled on
board, the package typically crushes the fish on the bottom.
Gill nets, which have a larger mesh, snare fish by the gills,
drowning many of them.

The eight other boats are evaluating experimental gear or
techniques that have been modified to make them more hos-
pitable to the incidental catch. For example, two of the
trawlers are using new kinds of “brailers.” These devices, re-
sembling huge, black wind socks, funnel the fish from the
seine net to a sorting box on the boat. The new brailers are
made of slick vinyl rather than the standard netting, so the
fish slide down easily without having their scales scraped off.

O
n day two of the experiment, Hargreaves is up against
the kind of calamities that harass any scientist who

bothers to work in the field. On board the Ganges I, which
has been converted into a floating command center, he is di-
viding his time between the wheelhouse and the galley, where
two fisheries scientists are entering data about catches into
laptop computers. In the wheelhouse, radios squawk almost
continuously with tallies of the fish caught in each “set” (a
single deployment of a net), as well as with questions and
complaints about the tagging gear and, every so often, pro-
fane invective from sport fishermen.

The headache du jour is the tagging guns being used to tag
each coho behind the dorsal fin. The scientists have been
wasting many tags before getting one to attach. (Unbe-
knownst to Hargreaves at this point, the guns were delivered
with the wrong tags.) So all morning there has been a stream
of anxious griping as the supply of tags dwindles.

It is a little after 11 A.M. Hargreaves, a youthfully hand-
some man with a deep voice, firm jawline and piercing
gaze, grabs the microphone of the wheelhouse radio and
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FISHERIES BIOLOGIST Brent Hargreaves (right), on the fishing
boat Ganges I, mulls over a fish-tagging problem on the second
day of his experiment in Port Alberni Canal, on the western coast

of Vancouver Island. Elsewhere in the canal, the Island Spirit, one
of 13 commercial fishing vessels taking part in Hargreaves’s ex-
periment, deploys its seine net from a reel on the stern of the boat.
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intones reassuringly: “Don’t panic about the tags here.
We’ve got a bunch more tags in Nanaimo, and they’re
coming out this afternoon.”

“Take a valium,” adds Ken Widsten, the captain of the
Ganges I, after Hargreaves has released the microphone’s
“talk” button. Then, to the unsmiling Hargreaves, he of-
fers: “Just five more days.” Outside a window, over Har-
greaves’s shoulder, a sport fisherman is glimpsed cruising
by in a motorboat, middle finger upraised.

Sporties tend to regard cohos as “their” fish. Although
some trolling boats do go after cohos—or did when there
were enough to go after—most commercial vessels seek
out the much more abundant pinks, sockeyes and chums.
So the scuttlebutt around the piers—that a bunch of com-
mercial fishers and government scientists are out in the
canal killing cohos—galls the sporties to no end.

In fact, the fisheries people are killing relatively few fish
to sample their blood for biochemical indicators of stress.
Researchers will later compare the results with the sur-
vival rates of other cohos kept for observation in net pens
on the inlet. “This is one of the rare occasions when we’ll
be able to know the survival rates, so we’ll find out whether
these blood-chemical tests mean anything or not,” Har-
greaves explains.

Unfortunately, the sporties don’t know the reason behind
the bloodletting. Fortunately, however, they also don’t
know that lunch on the Ganges I is a delicious steamed
coho with lemon juice and pita bread.

Hargreaves has already had his share of abuse from the
sporties. The night before, after an exhausting first day,
several of them accosted him on a pier in Port Alberni. To
mollify them, he invited them to see the work today for
themselves. But now, with the tagging crisis, Hargreaves
has not yet sent someone to meet the sporties, who have
been waiting and fuming on the pier for about an hour.
After one of them begins haranguing Hargreaves over the
radio, he calmly but wearily replies, “I think I’m hearing
more attitude than I want to deal with today.” The bel-
ligerent backs down a bit, and a boat is soon dispatched
to pick up the group.

A
couple of hours later the morning’s mist has burned
off to leave a dry, spectacular afternoon, with sun-

light bouncing blindingly off the waters of the inlet. On
board the seiner Ocean Venture, captain Glenn Budden
and his crew are testing one of the experimental brailers,
which Budden designed himself.

Budden steers the boat along an arc as the net unspools
into the water from a huge reel on the back of the boat.
After the net soaks for about 15 minutes, the crew reels in
a cable attached to the far end of the net. The long arc of
mesh tightens into a circle that slowly shrinks into a small
pen, bulging with a few hundred fish, hanging off the
starboard side of the boat.

Now it’s show time for Budden’s brailer. The crew
scoops fish by the dozen into the mouth of the five-meter-
long chute, through which the animals flop, thrashing,
into a plywood sorting box. The men quickly pick out the
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COHO TAGGING starts off with a shock applied by a metal
paddle ( top) to stun the fish. A bit of flesh is then taken from
the gill plate (middle) for DNA testing. Finally, a tag is insert-
ed behind the dorsal fin (bottom).
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eight or so silvery cohos, letting the several hundred other
fish, mostly sockeyes, fall from the box into the water.

Budden holds one of the writhing, slippery, 12-kilogram
packages of muscle on a paddlelike device made of a metal
screen. He presses a button on the device and a mild shock
stuns the fish. Working fast, a fisheries official measures and
tags the fish and uses a paper punch to get some flesh from
the gill cover for DNA testing. The tags will be important

several weeks from now, when observers will look for them
on cohos in inland rivers. Data from the tags will help estab-
lish which fish survived long enough to spawn. (The DNA
data provide a backup way to identify fish whose tags are
lost.) Cohos are being killed for blood samples on a single
trawler, a different one each day, so that the stress levels for
the different experimental techniques can be compared.

After the set, Budden, in rubber waders and a baseball hat,
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NETTED SALMON on the remote Phillips River include several
chinooks, including the one at the left, and some pinks. In the back-

ground, volunteer workers prepare to pull in the ends of the net,
shrinking the size of the “purse” containing the fish.
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rests and smiles through a scruffy beard in the wheelhouse of
his boat. He has been a commercial fisherman for 26 years.
“I need to make a living, but I’ll sure need to make a living
next year and four years from now, too,” he says, as radios
crackle and chatter in the background. “We want to prove to
the DFO that we can change our gear to be more friendly to
whatever they deem to be in trouble. Lots of people say it
can’t be done. We’re going to prove it can be.”

Budden may be right. But even if he is, selective fishing
won’t be enough by itself to revive runs of coho and chi-
nook. So on many rivers, fisheries experts and volunteers
are working a complementary angle, trying to increase the
number of very young salmon, called smolts, that swim
downstream.

The juveniles are taken alive and kept in a net pen until the
females are ready to spawn. Then workers kill the fish, remove
their eggs and stir the roe in
a bucket with semen to fer-
tilize them. The resulting
creatures are incubated in a
hatchery. For chinooks, this
incubation occurs from Oc-
tober until March or April,
after which the minute fish
are released into the river as
“fry” weighing about half a
gram. By June, the fish have
grown into smolts that, at
five to 10 grams, are large
enough to migrate down to
the sea. Hatchery incuba-
tion can boost egg-to-smolt
survival rates for the chi-
nooks from roughly 5 per-
cent to 80 to 90 percent. So
more fish make it to the
ocean—where, generally, less
than 1 percent will survive
to come back in a few years
to spawn.

Compelling numbers like
these are why, on another bright September day, 11 people
have volunteered their time to don thick wet suits and round
up chinooks in the glacially cold Phillips River. The mountains
towering all around are covered with Douglas firs, red and
yellow cedars, Sitka spruces, hemlocks and alders. There is
also a fair amount of grizzly bear scat, which to this city
dweller seems distressingly fresh. Reassuringly, though, one
of the volunteers has brought a rifle. The others are appar-
ently relaxed enough to have brought children and dogs,
who play happily along the banks.

The volunteers have deployed a seine net into the river and
pulled it into a bag of a few thousand closely packed, wrig-
gling, splashing salmon. Bell-Irving and some of the crew are
standing around the net, lunging and grasping for the 20 or
30 big, brassy, spotted chinooks swimming among the pinks
that outnumber them 100 to one. Underwater the pinks are
visible through the brown murk kicked up by all the activity,
behind the net’s green mesh. Distinctively humpbacked at
this stage of life, they are gaping at the edge of the net, on
which several of them have entangled their baroquely
hooked lower jaws.

Bell-Irving, in black neoprene and a blue hood, leans over

the white polystyrene floats holding up the net. He dips his
face into the water and peers through his mask into the
seething, swirling mass of fish. Suddenly, he lifts his head.
“There’s a buck here,” he announces. “He’s a dandy.”

Deftly, he embraces the slippery chinook, as long as a car
door, and slides it into a cylindrical bag. The salmon is one of
18 from the set that are mature enough to be added to the
dozens in the net pen nearby on the river. The total will ulti-
mately reach 70 chinooks—a good season’s tally, according
to Wallace R. Parker, one of the volunteers. All last year, he
adds, they caught only four.

H
argreaves also found more fish than expected. One of
the seine boats in his experiment pulled in more than

900 cohos in one set, an astounding number. “A week ago
everyone was arguing that we wouldn’t get enough coho to

make the experiment
work,” he recalls. He and I
are sitting on the bow of
the Ganges I as day two of
his experiment comes to an
end. We’re squinting into
the setting sun and breath-
ing the heavy perfume of
the cedar logs floating and
creaking around us in
booms in the inlet. Twenty
minutes ago one of his assis-
tants showed him a copy of
the day’s local newspaper,
the Alberni Valley Times,
with Hargreaves’s photo-
graph on page one along
with a story about his ex-
periment. Hargreaves had
only enough time to grin at
it before getting a report on
a flooded outboard motor.

For the contained Har-
greaves, even the grin was
surprising. The only other

sign that he is more relaxed now than six hours ago is the
laugh that erupts from him when, asked to list some of the
day’s stressors, he rattles off five or six before including “find-
ing time for the media”—a pointed reference to me.

He is relieved that the tagging crisis ruined only three sets.
Basically, it was the kind of routine contingency that separates
the field-workers from the theorists. “It’s easy to come up with
experiments while you’re sitting in an office,” he explains. “But
it’s out in the real world—with weather and boats and fish and
with politics attached to it—that’s when you find out if you can
do fieldwork or not.”

There is good news on the political front as well. After
their tour of the experiment, the sport fishermen went from
furious to fulsome. “They were extremely hostile last night,”
Hargreaves recalls. “When they left today, they said if there’s
anything they can do to help, just ask.”

Perhaps it is his adversaries’ sudden contrition, or perhaps
it is the smell of the cedar and the sight of the big, dazzling
sun dropping into the mountains, setting the water ablaze in
pale yellow glitter, but the normally reserved Hargreaves
seems almost, well, inebriated. “I love it out in the field,” he
says at last. “It is the best part of this job.”
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MAN AND FISH—specifically, salmon expert Robert Bell-Irving
and a male pink salmon—meet in the Phillips River.
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Most folks think about the

earth’s magnetism only

when they need to find

their way in the wilderness. When we

look at a compass, the earth’s magnetic

field appears to be a steady guide. But

in reality the magnetic field is anything

but stable. Ephemeral undulations,

called micropulsations, ripple about the

ionosphere and generate magnetic dis-

turbances that reach down to ground

level. Although they are common and

sometimes last from seconds to min-

utes, these magnetic disturbances are

hard to detect, having barely one ten-

thousandth the strength of the earth’s

average magnetism.

For decades, the high cost of sensitive

magnetometers has made tracking these

signals the exclusive privilege of profes-

sionals. But now, thanks to the creative

genius of Roger Baker, a gifted amateur

scientist in Austin, Tex., anyone can

easily study magnetic micropulsations.

Baker’s magnetometer costs less than

$50, yet it can easily capture those tiny

pulsations as well as the occasional dra-

matic effects of a magnetic storm high

in the ionosphere.

Baker’s device employs one of the

most sensitive instruments in science. It’s

called a torsion balance, and it measures

a force by using it to twist a fine

filament. The thread gently resists rota-

tion with a torque that grows until it just

balances the torque created by the ap-

plied force. The resulting angle of deflec-

tion, which is found by bouncing a light

beam off a small mirror attached to the

filament, is proportional to the force un-

der study. With the beam from a laser

pointer and a match-head-size mirror,

one can in principle resolve deflections

as small as one ten-millionth of a degree.

Most professional torsion balances use

fine quartz fibers, which are incredibly

strong and insensitive to changes in hu-

midity and temperature. Sadly, quartz

fibers are difficult for amateurs to come

by. But Baker has found that nylon fibers

also work quite well. Start with silky,

multifilamented nylon twine, which you

can purchase at any hardware store, and

cut a 30-centimeter (one-foot) length.

Next, gently unravel it and use tweezers

to select the finest strands, which should

be about 25 microns (0.001 inch) thick. 

Baker installs the nylon filament into

a simple case made from window

glass. Cut two strips five centimeters
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Taking the Earth’s Magnetic Pulse

by Shawn Carlson

T H E  A M A T E U R  S C I E N T I S T

REFLECTED BEAM from this laser pointer will oscillate visibly when 
the earth’s magnetic field in the horizontal direction varies by even a tiny

amount—as it will when ionospheric storms create magnetic micropulsations.
To investigate the field’s vertical component the equipment must be mounted
with the magnets parallel to the ground. (Note: In this diagram the plane of
the nulling magnets, which should be parallel to the plane that the penny lies

in, has been rotated slightly to provide a better view of the equipment.)
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wide and 15 centimeters long using a

glass cutter. (Most hardware vendors

sell glass and will also cut it for a nom-

inal fee.) These pieces serve as the verti-

cal walls of the case. Then cut eight

glass strips one centimeter wide by five

centimeters long and use silicone ce-

ment to glue pairs together back to

back. Finally, glue one pair of these

small glass strips to the top and one to

the bottom of each of the longer glass

walls. The smaller pieces will act as

spacers between the

walls [see illustration
on page 106].

When the glue sets,

cover the horizontal

spacers of one of the

walls with a layer of

stretchy, black vinyl

electrical tape. The

tape prevents the glass

from cutting the fiber.

Next, lay one end of

the fiber across the

center of the top spac-

er and tack it in place

with a small dollop of

epoxy; secure it with

another strip of tape.

The epoxy will keep

the thread from slipping over time.

Baker generates the necessary tension in

the fiber by dangling four nickels at-

tached temporarily to the end. He then

epoxies and tapes the lower end of the

thread into place against the bottom

spacer, locking in the tension.

To coax the nylon to twist in re-

sponse to minute changes in the ambi-

ent field, you need to affix a powerful

magnet to the fiber. Because a large

and massive magnet responds only

sluggishly, the ideal attractor would

possess a powerful field and yet be ex-

tremely lightweight. Such magnetic

miracles exist; they are called rare-

earth magnets because they contain

rare-earth elements, such as samari-

um. These marvels are tiny and yet

harbor at their surface magnetic fields

that are 10,000 times stronger than

the earth’s. Best of all, you can pick up

a pair of them at any Radio Shack for

less than $2 (part number 64-1895).

Deposit a thin smear of silicone cement

on one rare-earth magnet and sand-

wich the filament between the two of

them. Make sure that they overlap each

other completely and are perfectly 

centered on the fiber as the glue hardens.

Baker fashioned the reflector from a

small vanity mirror. With a glass cutter,

he cut 1.5-millimeter-square chips, which

he cemented together, back to back, cen-

tered on the fiber, just above and in

contact with the rare-earth magnets.

The mirror and magnets will then ro-

tate as a well-balanced unit. Baker

notes that the instrument will work

better if you use the reflective surface

on the back of the mirror to reflect

light, which avoids the

possibility that pas-

sage through the glass

will distort the beam.

To remove the lacquer

that covers the reflec-

tive coating, use a

Q-Tip to rub a little

methyl ethyl ketone

(MEK) on the back

surface. If you would

rather not work with a

potentially toxic chem-

ical, then install the

mirrors in the usual

way, with light passing

through the glass.

Baker next glues

a solid-copper penny

(one minted before 1982, when the pu-

rity of the metal was still high) to the

glass, just behind the magnets. When

the magnets move, they induce electrical

eddy currents in the copper that in turn

produce their own magnetic fields,

which oppose the motion of the mag-

nets. Baker’s clever trick quickly damps

unwanted oscillations, making the mag-

netometer much easier to read.

Next, encase the sensor by gluing the

second glass wall with its spacers on

top of the first and then seal off the

sides with black electrical tape to pro-

tect your magnetometer from pesky air

currents. Mount the entire assembly

vertically to a smooth flat base. Your

sensor is now an accurate compass. As

you walk around, the magnets should

align to magnetic north and display lit-

tle oscillation.

Because the earth’s relatively large

field absolutely overwhelms the coveted

magnetic micropulsations, you must

first null the instrument before it will

register signals from the ionosphere.

Baker’s procedure for doing so requires

another trip to Radio Shack to acquire

four doughnut-shaped magnets (part

number 64-1888). Attach them side by

side to a small piece of glass or wood

using silicone cement. (Note that you’ll

need to use small clamps to hold them

in place against their mutual magnetic

repulsion until the glue sets.) Turn the

array of doughnut magnets upright and

cement it to a freestanding base so that

the center of the assembly aligns with

the rare-earth magnets in the sensor.

As the nulling magnets are brought

close to the magnetometer (approxi-

mately 30 centimeters), the sensor will

begin to wobble and then rotate quite

freely when the combined forces of

the earth’s magnetic field and those

of the doughnut magnets almost can-

cel each other out. The period of the

oscillations should lengthen to a sec-

ond or more when all the forces are

nearly balanced. In this configuration

the magnetometer will be the most

sensitive.

The bright beam of a laser pointer

completes the instrument. (Radio Shack

sells one pointer for less than $30.) Po-

sition the laser so that the beam shines

through the glass case and bounces off

the mirror and onto a distant wall. Rip-

ples in the earth’s magnetic field will

show up as deflections of the beam.

Although at this point you’re ready

to do real science, Baker has improved

the device further. By wrapping wire

onto a rolled-oats container, he has

fashioned a pair of coils to calibrate his

creation. He uses the so-called Helm-

holtz arrangement of two circular coils

(ones separated by half their diameter)

to make the magnetic field in the center

uniform. Such Helmholtz coils can also

be combined with photocells and elec-

tronic feedback to keep the laser beam

fixed as the earth’s field changes. Mea-

suring the current needed to null the

signal in this way shows the size of the

magnetic fluctuations. Using a comput-

er to monitor the current will produce

a stream of measurements that you can

record and later analyze.

For more details about this project,
consult Roger Baker’s Web site at
www.eden.com/~rcbaker. And visit the
Web forum hosted by the Society for
Amateur Scientists at web2.thesphere.
com/SAS/WebX.cgi. You may also
write the society at 4735 Clairemont
Square, Suite 179, San Diego, CA
92117, or call 619-239-8807. 
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L
ast month’s column took a look at

some of the mathematical issues

that arise from the deceptively

simple problem of dividing a cake fair-

ly—meaning that if there are n people,

each is convinced that his or her share

is at least 1⁄n of the cake. This month

we’ll look at some related questions,

which have given rise to the more mod-

ern parts of the theory.

A brief reminder of where we’d got.

With two people, the time-honored algo-

rithm “I cut, you choose” leads to fair di-

vision. With three or more people, there

are several possibilities. The “trimming”

method allows successive participants to

reduce the size of a purportedly fair share

of the cake, with the proviso that if no-

body else trims that piece, then the last

person to trim it has to accept it. In the

“successive pairs” algorithm, the first

two people divide the cake equally, and

the third person secures what he or she

considers to be at least a third of each

piece by negotiating with each of the first

two separately. And with “divide and

conquer,” participants try to divide the

cake using one cut so that roughly half

the people would be happy to have a fair

share of one piece, while the rest would

be happy to have a fair share of the other

piece. The same idea is then repeated on

the two separate subcakes, and so on.

These algorithms are all fair, but there

is a more subtle issue. Even if everybody

is convinced that he or she has a fair

share of the cake, some may still feel

hard done by, thanks to the Deadly Sin

of envy. For example, Tom, Dick and

Harry may all be satisfied that they’ve

got at least a third of the cake; neverthe-

less, Tom may feel that Dick’s piece is

bigger than his. Tom’s share is “fair,”

but he doesn’t feel quite so happy any-

more. A division of the cake is “envy-

free” if no person thinks that someone

else has a larger piece. An envy-free divi-

sion is always fair, but a fair division

need not be envy-free. So finding an al-

gorithm for envy-free division is more

difficult than finding a fair one.

Cut-and-choose for two people is eas-

ily seen to be envy-free, but none of the

other algorithms mentioned above is.

An envy-free algorithm for three people

was first found by John Selfridge and

John H. Conway in the early 1960s:

STEP 1: Tom cuts the cake into three

pieces that he considers of equal value.

STEP 2: Dick may either (a) do noth-

ing, if he thinks that two or more pieces

are tied for largest, or (b) trim what he

perceives as the largest piece to create

such a tie. Set aside any trimmings; call

the accumulated trimmings “leftovers.”

STEP 3: Harry, Dick and Tom, in that

order, choose a piece—one that they be-

lieve to be either the largest or tied for

largest. If Dick trimmed a piece in step

2, then he must choose the trimmed

piece unless Harry has already done so.

At this stage, part of the cake has

been divided in an envy-free manner. So

it remains to divide the leftovers in an

envy-free manner, too.

STEP 4: If Dick did nothing in step 2,

there are no leftovers and the cake has

been divided. If not, either Dick or Har-

ry took the trimmed piece. Suppose
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Division without Envy

by Ian Stewart
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Dick took it (if Harry did, interchange

those two people from now on in the

description of what to do). Then Dick

divides the leftovers into three pieces he

considers to be equal.

STEP 5: All that remains is for Harry,

Tom and Dick, in that order, to choose

one piece from the leftovers. Then Har-

ry has first choice and so has no reason

to be envious. Tom will not envy Harry

however the leftovers are divided, be-

cause the most that Harry can get is a

piece that Tom is already convinced is

worth a third. And he won’t envy Dick,

because he chooses before Dick does.

Dick has no grounds for complaint, be-

cause it was he who divided the left-

overs anyway.

At this point, everyone got stuck for

30 years. Is there an envy-free protocol

for n people? In 1995 Steven J. Brams of

New York University and Alan D. Tay-

lor of Union College found a remark-

able protocol for any number of play-

ers. It is distinctly complicated, and I

won’t give it here: either see their article

“An Envy-Free Cake Division Protocol”

(American Mathematical Monthly, Vol.

102, January 1995) or the marvelous

book Cake Cutting Algorithms, by Jack

Robertson and William Webb (A. K. Pe-

ters, Natick, Mass., 1998).

One of the most interesting features

of the theory of cake division is what

Robertson and Webb call the “serendip-

ity of disagreement.” At first sight, it

might seem that fair division is simplest

when everybody is in agreement about

what each bit of the cake is worth—af-

ter all, there can then be no disputes

about the value of a given share. Actu-

ally, the reverse is true: as soon as par-

ticipants disagree about values, it be-

comes easier to keep them all happy.

Suppose, for example, that Tom and

Dick are using the cut-and-choose algo-

rithm. Tom cuts the cake into two

pieces, which he views as having equal

value, one half each. If Dick agrees

with those valuations, nothing more

can be done. But suppose that Dick

values the two pieces at 3⁄5 and 2⁄5.

Then he might, for some altruistic rea-

son, decide to give Tom 1⁄12 of what he

considers to be the larger piece (which

he values at 1⁄20 of the whole cake). He

still has 3⁄5 – 1⁄20 = 11⁄20 of the cake, ac-

cording to his valuation. One way to do

this is for Dick to divide the larger piece,

in his estimation, into 12 parts that he

considers to be of equal value. Then he

offers Tom the choice of just one of them.

Whichever one Tom chooses, Dick

still thinks he is left with 11⁄20. Tom, on

the other hand, is faced with 12 choic-

es, and he values their total as one half.

Therefore, at least one of them is worth
1⁄24 in his estimation. By choosing that

one, he ends up with what he considers

to be at least 13⁄24 of the cake. So now

both Tom and Dick are satisfied that

they have more than a fair share. 

The intuition here is not that disagree-

ment about values must lead to dis-

agreement about what constitutes fair

division. That might happen if a third

party divided the cake and then insisted

that Tom and Dick accept one of those

predetermined shares.

Another instance of the same princi-

ple arises in the problem of dividing

beachfront property. Suppose that a

straight road runs east to west past a

lake and that the land between the road

and the lake is to be divided by north-

south property lines. The problem is to

divide the property among n people so

that each gets a connected plot of land

that he or she considers to be at least 1⁄n
of the total value.

The solution is disarmingly simple.

Make an aerial photograph of the prop-

erty and ask each participant to draw

north-south lines on it so that in his or

her estimation the land is divided into n

plots of equal value [see illustration at
top left on opposite page]. If all draw

their lines in the same places, then any

allocation will satisfy them all. If there is

any disagreement about where the lines

go, however, it is possible to satisfy all

of them that they have a fair share and

to have some of the property left over.

The illustration at the top right shows a

typical case in which Tom, Dick and

Harry have carried out such a proce-

dure. Clearly, we can let Tom have his

first plot, Dick his second and Harry his

third—with some bits left over.

The large illustration shows a more

complicated example in which Tom,

Dick, Harry, Marcia and Becky each

seek 1⁄5 of the land. In 1969 Hugo

Steinhaus proved that the same thing

happens for any choices of dividing

lines where there is the slightest dis-

agreement. A proof using the principle

of mathematical induction can be

found in Robertson and Webb’s book.

Sadly, not all tasks can be divided fair-

ly, at least not with reasonable restric-

tions. Take washing up. If each person

must wash and/or dry a complete dish,

then in extreme cases no fair allocation is

possible. Imagine two participants with

one huge dish and one small one. Both

will want to deal with the small one and

won’t accept the huge one. So even in a

perfect world in which all disputes are

settled by negotiation, some disagree-

ments seem unavoidable.
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FEEDBACK

In my April 1998 column, “Repealing the Law of Averages,” I mentioned that in a
two-dimensional random walk on a square grid, the probability of eventually re-

turning to the origin is 1 but that on a three-dimensional cubic grid the probability
is less than 1, roughly 0.35. My reference for this fact was the book An Introduction
to Probability Theory and Its Applications, Vol. 1, by William Feller. Several readers
pointed out that the figure given in Feller’s book is not quite correct. David Kil-
bridge of San Francisco says that in 1939 English mathematician George N. Watson
gave the value as 1 – 1/[3(18 + 12 √

—
2 – 10 √

—
3 – 7 √

—
6) (K(2 √

—
3 +  √

—
6 – 2 √

—
2 – 3))]2,

where K(z) is 2⁄π times the complete elliptic integral of the first kind with modulus
z 2. (If you don’t know what that is, you probably don’t want to!  For the record, el-
liptic functions are a grand classical generalization of trigonometric functions like
sine and cosine, which were very much in vogue a century ago and are still of in-
terest in a number of contexts. But they are seldom studied in today’s undergradu-
ate math courses.) The numerical value is approximately 0.340537329551.

Kilbridge also tells me that the answer to my “dice eventually even out” prob-
lem is approximately 0.022. For dice with 2, 3, 4 or 5 sides, the analogous proba-
bility is approximately 1, 1, 0.222 and 0.066, respectively. Yuichi Tanaka, an editor
for our Japanese edition, used a computer to work out the probability of eventu-
ally returning to the origin on a four-dimensional hypercubic grid. After three
days, his program printed out the approximate value 0.193201673. (Is there a for-
mula like Watson’s? Any elliptic function experts out there?) —I.S.

SA

Copyright 1998 Scientific American, Inc.



Reviews and Commentaries112 Scientific American January 1999

Ask any medical student. The first

time you watch those maroon

globules of life-giving sap drip

solemnly from plastic pouch through

translucent IV tubing and merge with the

tide of native cells flowing through your

anemic patient’s depleted veins, it is a

holy moment. “For the life of the flesh is

in the blood,” writes the Old Testament

author of Leviticus. To a physician, infus-

ing whole blood or one of its compo-

nents into an ill or injured person is an

act of incredible power . . . and seduction.

The power is undeniable, even to the

medically naive. “Type and cross, stat!”

is the cry that thunders through trauma

centers, ERs and operating rooms

throughout our land, whether they be

real or the mock variety depicted week-

ly on network television.

Soon, if all goes well, an orderly rush-

es in, identity tags are hastily checked

and double-checked to assure the com-

patibility of donor and recipient, hemo-

globin-rich goo begins to course through

a large-bore catheter or needle, and,

thanks to modern blood banking and

its technical advances, a human life that

might have ebbed away just a few

decades ago is revived.

Or consider the hemophiliac whose Y

chromosome dictates a poignant fate:

forever lacking a crucial glycoprotein

needed to knit together a sturdy blood

clot. Before the availability of blood-de-

rived clotting factors, an innocent bump

of the knee could spell days of joint

ooze followed by crippling arthritis; a

tonsillectomy or appendectomy, almost

certain death from hemorrhage. Then,

building on blood-separation techniques

developed in the 1950s and 1960s, a new

wave of remedies hit pharmacy shelves.

The crowning achievement was factor

VIII concentrate, produced by pooling

hundreds—and later thousands—of units

of plasma. In the 1970s conservative

doctors employed factor VIII treatment

on demand, meaning patients would

self-inject when bleeding began; a few ag-

gressive advocates even prescribed pro-

phylactic use. The end result? Suddenly,

“bleeder boys” previously confined to

overstuffed sofas and storybooks were

trying out for sports, set free from their

genetic destiny by a small vial of crys-

talline powder. That’s power.

But now, you think, how is blood se-

ductive? First sweep your mind of fanged

romancers from the Carpathian Moun-

tains with their lustful fantasies and

blood-smeared lips. To anyone who has

seen blood shed in large quantity, hemor-

rhage is not sexual, it is merely horrify-

ing. Yet from medicine’s earliest record,

the possibility of in vivo manipulation of

blood has entranced certain practitioners

with a fascination verging on passion.

Witness the 2,500-year tradition of

bloodletting that killed George Washing-

ton as recently as 1799 or, in 17th-centu-

ry Europe, experiments that attempted to

reverse violent mental disorders with the

infusion of “gentle” blood from calves or

lambs. Could it be that, at a time when

metaphysics outweighed knowledge,

blood’s symbolically redemptive power

bestowed on physicians an addictive

goût of divine authority? One wonders. 

Most recently, in the latter half of the

20th century, blood’s mystique has lured

not only spiritual and scientific seekers

but also commercial bloodhounds with a

nose for money. This new generation of

blood disciples includes global traders

sometimes guilty of greed and human ex-

ploitation, not to mention, in the eyes of

certain jurists and medical watchdogs,

gross neglect of the sacred Hippocratic

tenet: primum non nocere (“first do no

harm”). For just as seaborne exploration

in the 15th century launched a worldwide

pandemic of syphilis, international traf-

ficking in blood products has ironically

and tragically coincided with the global

spread of the blood-borne viruses HIV,

hepatitis B and hepatitis C. Of course,

there is at least one major difference be-

tween our era and that of Columbus. To-

day, as a worldwide medical community,

we have tools to screen biological cargo.

But do we use them? Sad to say, the an-

swer is not always. Although the current

HIV risk from a single transfusion in the

U.S. hovers between one in 100,000 and

one in 500,000, elsewhere the story is dif-

ferent. In countries of Africa and the Indi-

an subcontinent, for example, experts

speculate that transfusion of single-donor

or multidonor blood products is still re-

sponsible for 10 percent or more of all

HIV infections.

Heroes and Antiheroes

The preceding facts and footnotes in

the annals of blood, including the

ongoing specter of overseas blood con-

tamination, are richly represented in

Douglas Starr’s new book, Blood: An
Epic History of Medicine and Com-
merce. But were it not for some appalling

scandals—such as the 1992 conviction

and imprisonment of three leading

French doctors for knowingly distribut-

ing HIV-contaminated factor VIII to their

R E V I E W S  A N D C O M M E N T A R I E S

LIFE AND DEATH IS IN THE BLOOD
Review by Claire Panosian

Blood: An Epic History of Medicine and Commerce
BY DOUGLAS STARR

Alfred A. Knopf, New York, 1998 ($27.50)
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country’s hemophiliacs, and the 1977 ex-

posé of ruthless overbleeding of mal-

nourished Nicaraguans to acquire plas-

ma for drug companies in the industrial

world (a chilling aside: newspaperman

Pedro Joaquín Chamorro was assassinat-

ed two months after one of his editorials

about “red gold” hit newsstands)—I fear

that veteran science writer and journal-

ism professor Starr might have had a

tough sell of his work. As history would

have it, however, and as Starr so ably re-

ports, the past two decades have wit-

nessed an unprecedented entwining of

the high-stakes global plasma business,

the worldwide HIV conflagration and a

First World public increasingly demand-

ing  disclosure, debate and legal retribu-

tion for transfusion-related injuries.

While making full use of this materi-

al, at the same time Starr is committed

to chronicling transfusion medicine’s

rich back-story. The result is a fair and

thorough book, balancing altruism and

corruption, prescience and blindness,

and respecting, along with newsbreak-

ing headlines, key historical milestones

such as the discovery of blood groups,

the development of anticoagulants and

the design of apparatus such as lancets,

cannulas and storage containers.

Strange heroes and antiheroes also

step from the pages of Starr’s saga.

Among them: Alexis Carrel, the French

expatriate who, in New York City in

1908, performed the first modern trans-

fusion by suturing a baby’s leg vein to

an artery in her father’s arm. Norman

Bethune, the passionate Canadian revo-

lutionary who hand-carried blood to

the front lines during the Spanish Civil

War. U.S. Army Surgeon General Nor-

man T. Kirk, an orthopedist who tragi-

cally opposed the shipment of whole

blood to the battlefield at Normandy.

Ryoichi Naito, the Japanese bacteriolo-

gist who spent World War II secretly de-

signing “plague bombs,” then dedicated

himself to life-restoring transfusion med-

icine and in March 1951 opened the for-

profit Japan Blood Bank (which soon

dwarfed the activities of the local Red

Cross, itself plagued by the unwilling-

ness of ordinary Japanese citizens to

embrace blood donation with civic

pride). And well-meaning but warring

leaders in the 50-year history of Ameri-

can blood banking.

Of the many known and unsung he-

roes who prophesied the perils of blood

and multidonor “plasma mills,” Starr

highlights one Cassandra who merits

special mention. In the 1950s J. Garrott

Allen, a surgeon at Stanford University,

was perhaps the first to foresee the risk of

covert viruses in blood and plasma from

paid donors. In 1966, publishing years of

meticulous research, he confirmed that

hepatitis was 10 times more common in

recipients of  blood from paid donors

than in patients who had received blood

from volunteers. For years, Allen then

pleaded his findings to federal and state

health agencies, asking that donation

centers disallow all incarcerated and

skid-row donors and that doctors limit

their use of blood products by “giving

one transfusion instead of two, two in-

stead of three.” Unfortunately, his mes-

sage would not translate into action for

many years. As Starr points out, in

France in particular, prison blood collec-

tions continued well into the 1980s, de-

spite indisputable evidence of their risk.

In vignettes such as this, Starr shows

how hard it is to separate the medical

from the human morality play that has

recently surrounded life’s most precious

fluid. Recalling my own youthful awe

at the magic of transfusion, I now be-

lieve that clear-eyed critiques such as

Blood: An Epic History of Medicine
and Commerce should be included in

all first- and second-year medical cur-

ricula. And to my colleagues, I would

add this postscript: let us never forget

the human cost of forgoing vigilance

against commercial and bureaucratic

influences on our profession. Modern

medicine is a high-stakes game, and we

would be derelict indeed to trust that

outside agencies will invariably act in

our patients’ best interests.

CLAIRE PANOSIAN is a medical
journalist and a professor of medicine
and infectious diseases at U.C.L.A.
School of Medicine. Her reviews and
essays have recently been published in
Discover, the Los Angeles Times and
the Chicago Tribune.
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annals of the former world. John

McPhee. Farrar, Straus and Giroux, New

York, 1998 ($35).

“It’s a real schlemazel,” geologist Anita

Harris said to McPhee as they examined ge-

ologic formations at a road cut along Inter-

state 80 near the Delaware Water Gap.

“Not by accident is geology called geology.

It’s named for Gaea, the daughter of

Chaos.” The rocks are often chaotic, but

the study of them is not in McPhee’s pellu-

cid presentation. His meaty book, adorned

with 25 stunning landform maps, is the re-

sult of a 20-year project in which he set

himself the goal of portraying geology and

its practitioners in a way that would “arrest

the attention of other people while achiev-

ing acceptability in the geologic communi-

ty.” He started with the intention of setting

forth “a sort of cross section of North

America at about the fortieth parallel” but

wound up casting a much wider net. A

measure of the scope of his tale is provided

by the structure of Book 2: “In Suspect Ter-

rain,” which begins with a profile of Harris,

examines the Delaware Water Gap as a

fragment of the Appalachians, discusses the

Appalachians and plate tectonics and pre-

sents the theory of continental glaciation.

Book 2 and the four others fill out an ab-

sorbing picture of the former world—the

North America of past geologic eras back to

the beginning of the Mesozoic some 245

million years ago.

if a lion could talk: animal in-
telligence and the evolution of
consciousness. Stephen Budiansky.

Free Press, New York, 1998 ($25).

“How animals think, and what they

think about, are ancient questions that have

proved both irresistible and maddeningly

elusive,” Budiansky writes. They are the

questions he explores, cautioning repeatedly

against the strong human tendency to ac-

cept tales of animals that seem to display

human motives, understanding, reason and

intentions. He gives many examples of what

horses, dogs, cats, pigeons, chickens, apes

and other animals do in various situations
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and says: “The study of animal cognition

might be defined as the science of How Do

We Know for Sure, for learning and evolu-

tion do a sensational job of generating intel-

ligence without conscious intention or in-

sight.” The intelligence displayed by every

species “is wonderful enough in itself; it is

folly and anthropomorphism of the worst

kind to insist that to be truly wonderful it

must be the same as ours.” 

the mummy in ancient egypt:
equipping the dead for eternity.
Salima Ikram and Aidan Dodson. Thames

and Hudson, London, 1998 ($45).

Ikram, an Egyptologist, and Dodson, an

archaeologist specializing in Egyptian fu-

nerary practices and aspects of dynastic his-

tory, combine to produce a comprehensive

account of how Egyptian mummies were

made, wrapped, adorned and sheltered for

an afterlife. Their story covers 33 dynasties

and a span of some 3,000 years, beginning

about 3050 B.C. The 485 illustrations show

tombs, mummies, the mummifiers’ meth-

ods of embalming and many funerary ac-

cessories. “Everything,” the authors say,

“depended on the Egyptian belief in eternal

life, and the need to provide for it.” The ac-

count also traces the study of mummies

from the often clumsy procedures of the

19th century to the x-rays, CT scans, en-

doscopy, scanning electron microscopy and

DNA-testing techniques available today.

calendar: humanity’s epic strug-
gle to determine a true and ac-
curate year. David Ewing Duncan.

Avon Books, New York, 1998 ($23).

The days march along, one by one, obliv-

ious of the human effort to impose order on

them—chopping them into seconds, min-

utes and hours and then grouping them into

weeks, months, years, decades, centuries

and millennia. The effort stretches from the

markings someone made on an eagle bone

about 13,000 years ago to the oscillations

of the cesium clock. And still we have to tin-

ker to make the calendar fit the tropical or

solar year of 365.242199 days, or 365 days,

five hours, 48 minutes and 46 seconds.

Duncan traces the story engagingly, telling

of calendars based on the seasons of the

Nile and the cycles of the moon, of the Ju-

lian and Gregorian reforms and of the con-

sternation that ensued in England when the

nation finally switched from the Julian to

the Gregorian calendar in 1752, necessitat-

ing a correction that took 11 days from the

“Old Style” calendar and made many peo-

ple believe their lives had been shortened.

As The Ladies Diary: or, Woman’s Al-
manack reminded its readers: “1752

September hath only XIX Days in this

Year” because “The Account of Time has

each Year run a-head of Time by the Sun.”

It still does, by about 25.96 seconds a year,

which means that tinkering will continue.

dinosaur impressions: postcards
from a paleontologist. Philippe

Taquet. Cambridge University Press, New

York, 1998 ($24.95).

Taquet is a French paleontologist with a

gift for making his readers feel what it is like

to be painstakingly extracting dinosaur

bones from the spot where the creature died

many millions of years ago. At one such

site, in the desert of Ténéré in Niger, collect-

ing a complete dinosaur skeleton entailed

digging out 274 bones, each broken into

several pieces—some 600 fragments in all.

Then Taquet had to package them and

oversee their transportation to his laborato-

ry at the National Museum of Natural His-

tory in Paris, where he reconstructed the

skeleton. “So the bone hunter has to be a

successful geologist, rambler, and natural-

ist,” he writes. “And then he has to trans-

form himself into a roadworker, a sculptor,

a plasterer, and a trucker.” Taquet also con-

siders the four main hypotheses on what

carried off the dinosaurs—an asteroid im-

pact, an episode of severe volcanism, com-

petition among species, and a combination

of lowered sea levels and reduced tempera-

tures—and concludes that “there is no sim-

ple answer to the riddle.” The book origi-

nally appeared in French; Kevin Padian, cu-

rator of the Museum of Paleontology at the

University of California at Berkeley, has

turned out a smooth translation.

phantoms in the brain. V. S. Rama-

chandran and Sandra Blakeslee. William

Morrow and Co., New York, 1998 ($27).

People who suffer from certain illusions,

such as sensations from a missing limb or a

conviction that look-alike impostors have

replaced one’s parents, are often treated as

psychiatric cases or neurological curiosities.

Ramachandran, a brain researcher, sees

them instead as “our guides into the inner

workings of the human brain.” He tells the

stories of several such people and what their

illusions suggest about how the brain

works. Along the way the reader learns of

Charles Bonnet syndrome, the vivid visual

hallucinations experienced by some blind

people ( James Thurber probably among

them); hemineglect, a condition that often

follows a stroke in the right brain and caus-

es the patient to be profoundly indifferent to

objects and events on her left side; and pseu-

docyesis, or false pregnancy. Ramachan-

dran thinks the line of research he describes

may reach an epochal goal—the answer to

“a question that has been steeped in mysti-

cism and metaphysics for millennia: What is

the nature of the self?”

the invisible computer: why good
products can fail, the personal
computer is so complex, and in-
formation appliances are the so-
lution. Donald A. Norman. MIT Press,

Cambridge, Mass., 1998 ($25).

Norman’s thesis is that a number of mod-

ern products, most notably personal com-

puters, come with a technological overload

that makes them hard to use. He pictures a

“vast chasm” that separates the early users

of a device, who will put up with complex

technology in order to reap the benefits of-

fered, from later users, who want reliability

and simplicity. “Alas, the aging teenagers

who rule the computer companies of the

world are still stuck on the youthful side of

the chasm,” he says. Norman maintains

that personal computers and other techno-

logically daunting devices should be as easy

to use as such “information appliances” as

watches, telephones, digital cameras, and

compact-disc and tape players.

man eating bugs: the art and sci-
ence of eating insects. Peter Menzel

and Faith D’Aluisio. Ten Speed Press,

Berkeley, Calif., 1998 ($19.95).

Entomophagy, the eating of insects, is not

for every palate, but a surprising number of

people do it. Menzel and D’Aluisio, hus-

band and wife, have visited insect eaters in

13 countries, sampling the menu at each

stop. “Our view of the culinary potential of

invertebrates broadened as we ate raw scor-

pion in China, roasted grubs in Australia,

stir-fried dragonflies in Indonesia, tarantulas

on a stick in Cambodia, and live termites in

Botswana,” they write. “Perhaps the most

memorable meal was Theraposa leblondi, a
tarantula big enough to hunt birds, which

we ate with Yanomami Indians in the

Venezuelan rain forest.” Adventurous

readers will find recipes for

such delicacies as Witchetty

Grub Dip and Stink Bug

Pâté. Menzel, a photogra-

pher, enlivens the book

with many of his pictures.

D’Aluisio, identified as “a

reluctant bug eater,” none-

theless learned that she

could do it. The experience

led her to conclude that

“the shelves of the [Ameri-

can] supermarket carry only

a narrow slice of what the

world has to offer.”

Reviews and Commentaries114 Scientific American January 1999

B
RI

TI
SH

M
U

SE
U

M

PE
TE

R 
M

EN
Z

EL

Copyright 1998 Scientific American, Inc.



It was ironic that as I recently

dashed into the Paris church now

known as the Panthéon, out of yet

another rainstorm sweeping in from the

Atlantic, I was filming a sequence about

the guy who told us why the rain al-

ways comes from that direction. Be-

cause in the Panthéon hangs Léon Fou-

cault’s great experiment of 1851, in

which he dangled a 62-pound cannon-

ball on 220 feet of piano wire, pulled it

to one side with a cord, then burned the

cord to release the ball without influenc-

ing its movement. The pattern followed

by the swing of the ball over the next

few hours was the first physical proof

that Copernicus had been right. As the

pendulum swung in inertial space, a sty-

lus attached under the ball traced a line

that shifted as the earth turned beneath

it. Point being, this demonstration would

become the basis for the meteorological

thinking of Buys Ballot and others about

how global weather was driven by the

west-east rotation of the earth. It made

Foucault instantly famous.

Foucault’s name went up in lights for

other reasons, however, thanks to his

improved regulator, which kept arc-

light carbon rods at the right distance

apart as they burned. And so light be-

came efficient enough to use in large

public places like theaters, where, in

1892, people such as chemist Henri

Moissan went for an evening off. Back

in his lab Moissan was using the arc for

a very different purpose: to power his

electric arc furnace, in which the car-

bon rods burned so hot they nearly

made him artificial diamonds (see  the

November 1998 column). Moissan was

le noodleur extraordinaire who got the

Nobel in 1906, isolated fluorine (with-

out killing himself) and wrote more

than 300 scientific papers. In the winter

of 1897 he also provided a young Pol-

ish physicist, living in Paris, with some

uranium powder, and she began to in-

vestigate its mysterious ability to

“electrify” the air around it. This was

Marie Sklodowska Curie’s first step on

the way to her discovery of what the

“electrification” might turn out to be.

Later she called it “radioactivity.”

Marie had recently married into the

Curie family, where there was a strong

tradition of egalitarianism, science and

emancipation. Much of this had come

from the grandfather, Paul Curie, who

early in the century had been a follower

of New Christianity, a sect started by a

weirdo named Henri de Saint-Simon,

who at one point, while temporarily

destitute and starving, had shot himself

in the head six times and survived. De

Saint-Simon’s idea was to update reli-

gion so that it was closer to the modern

world. His prospectus talked about

spiritual power belonging to men with

practical knowledge and in general glo-

rified work and the capitalist ethic. No

surprise that by 1830 engineers, fi-

nanciers and businessmen were dress-

ing up in New Christian costume and

talking about free love (this particular

aspect of the new religion would ulti-

mately lead to its downfall).

One of these New Age techies was

somebody who made even de Saint-Si-

mon look normal: the corpulent banker

Barthélemy-Prosper Enfantin, who took

over after de Saint-Simon’s death and be-

came New Christianity’s messiah. En-

fantin modestly saw himself as half of Je-

sus Christ. The other half would be a

soul mate yet to be identified. At one

point, traveling to Egypt in search of the

Bride (he never found her), he became

excited about one of the bees de Saint-Si-

mon had had in his bonnet: building

canals. Enfantin’s 1847 survey for a Suez

Canal (a vision he had about joining East

and West) later gave him grounds for a

dustup with the influential Ferdinand, vi-

comte de Lesseps, when Lesseps actually

built the proposed canal.

Ferdinand was a diplomat whose

father (as French consul for Napoleon)

had taken an illiterate soldier and made

him Khedive of Egypt. So Ferdinand

could do no wrong in Cairo. When he

suggested the Suez Canal, it was just

what the Khedive was looking for to

give his country a reputation better

than dreadful. The canal took Ferdi-

nand 10 years and 25,000 laborers,

and the official opening in November

1869 was one of history’s greater bash-

es. Glitterati wasn’t the word. Dinner

for 8,000, every one of whom cared

about protocol and getting the seat he

or she deserved. One of the few who

didn’t have to worry about these

niceties was the wife of Napoleon III of

France, Empress Eugénie, who also

happened to be Ferdinand’s cousin.

Avid readers of this column will be

aware that as a small Spanish child, Eu-

génie had met and become great pals

with the French writer Prosper Méri-

mée, who had charmed her rigid. Well,

you know the old adage: be nice to

people on the way up. It paid off. Once

Eugénie had tied the imperial knot,

Mérimée was in like Flynn and rapidly

became très chic among the chattering

classes of Paris. And London. Where he

got to know Antonio Panizzi, top

bookworm of the British Museum and

mega-schmoozer. If there was anybody

worth knowing in England, Panizzi

was on first names. Panizzi himself had
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Buildings rest on terra firma, on

its soil or its rocks. Even the

jets aloft pass their load onto

the earth’s surface via the downward

push they give to all that passing air.

Travelers have long admired ancient

earth mounds, like the 1,200-year-old

tumulus of Prince Krak, founder of

Kraków. A great many dwellings around

the globe are still earthworks, built up of

rammed dirt and clay, adobe blocks, of-

ten with additives. Roads are built so

snugly to the earth that it is hard to see

them as distinct works; our grand high-

ways are elaborate composites.

But the simple use of earth as a major

material has not yet vanished from mod-

ern structures. Even today the largest

dams are not those sculptural concrete

walls but low embankments, piled up

for miles long out of soil and rubble.

The largest U.S. embankment dam, at

Fort Peck on the Missouri River in

Montana, is second in the world for

size. It stores some

five cubic miles of

water, contained by

an earth-fill dam

whose volume is

only a few parts

per 1,000 of the

stored water volume.

Two unusual American “earth-

works,” one artificial, one natural, are in

the foreground of memory for us. We

were led to the first of these at the

Peabody Museum at Harvard University

one afternoon years ago. In an odd cor-

ner of that large archaeological collec-

tion, there was an elderly plaster relief

map of an ancient earthen mound

shaped like an enormous snake, winding

down one hill and up the next. Harvard

archaeologist Frederic W. Putnam led

the scholars who in the 1880s finally

brought reason to the interpretation of

earthworks like this Great Serpent

Mound of Ohio. The growing evidence

was plain that these imposing structures

were the work of the same First Ameri-

cans whose descendants lived nearby. A

crowd of authors—some poets and

dreamers, some rascals—had sought the

Mound Builders among the Lost Ten

Tribes or the Vikings or almost anyone

but the local people, who by then were

displaced or even destroyed.

Putnam came to Serpent Mound,

about 40 miles southwest of Chilli-

cothe, Ohio, and recognized the site as

the largest serpent

effigy in the world.

The farmer who

owned the land had

seen its importance

and never plowed it,

aware that it needed

protection. Putnam persuaded some seri-

ous Boston ladies of means to purchase

the land (for $6,000) and give it to Har-

vard (the map we saw followed). He re-

stored the mound in 1887 to fit the

most reliable old survey, fenced it and

drained it, not exactly as it was but in

reasonable approximation. In 1900

Harvard deeded it to the Ohio Histori-

cal Society, and it is now a welcoming

state memorial with an observation

tower that overlooks the creature.

The body of the serpent, a long,

rounded pile from two to five feet high

and nearly 20 feet wide, stretches in sev-

en folds for a full quarter of a mile, from

coiled tail downhill and up again to the

head, where its mouth holds an obscure

oval form. One May we visited it, after a

prologue guided by a Columbus archae-

ologist. The serpent was a place of en-

gaging charm, its mantle of spring-green

grass ornamented by wild violets. The

coils were just right for a quiet pair of

picnickers. Try it yourself this spring or

summer and don’t fail to visit the Ohio

Historical Center in Columbus, where

the artifacts of earlier Ohioan cultures

are beautifully presented, in particular

some mica cutouts that adorned Hope-

well times, made by Ohio artists before

the fall of Imperial Rome.

It is not hard to estimate in context

roughly how the serpent might have

been made. Local soil was carried by

the people of a small chieftaincy. The

effigy required about 300,000 modest

backloads, each man and woman with

a basket. If we imagine that they

worked during the few pleasant weeks

after the harvest every year, it would re-

quire only five or 10 seasons for a set-

tlement of a few hundred adults to cre-

ate their serpent, a monument to the

power of ideas persuasively shared by

some leader. No grave goods or relics

of any kind have yet been found within

the serpent itself. Indeed, it has never

been closely searched; it was dated un-

reliably only through a few artifacts in

a small mound nearby. But in 1996 it

was sampled for bits of charcoal, and

the first radiocarbon dates were pub-
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stretches in seven folds 
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lished, setting the serpent’s construction

in about  A.D. 1100. Cahokia—the larg-

est mound complex in the country, near

East St. Louis, Ill.—bears a similar date

and is of a successor culture.

A dazzling, incandescent bolt from the

sky caused a remarkable underground

explosion on the high plateau near

Winslow, Ariz., probably some 300 cen-

turies before anyone was there to wit-

ness. The event, with the energy yield of

20 megatons of TNT, left a spectacular

hole: Meteor Crater, an instant natural

excavation. What you see is a thrilling

near-circular cavity about three quarters

of a mile across, deep enough to shelter

the Washington Monument below

grade, all within a rim wall of turned-up

strata and rock debris.

In this region of many volcanic cra-

ters, its origin was obscured until the

turn of the century. The sheer absence of

any of the lava and ash that abound in

volcanic features signaled the distinct

nature of this rimmed crater. A mining

engineer, Daniel M. Barringer, first un-

derstood what the astronomers had be-

gun to say. Could this be an impact

crater, made by an errant solid nickel-

iron meteor as big as the White House,

now surely buried deep within? That

small asteroid would have to have

weighed a quarter of a million tons to

carry the kinetic energy released on im-

pact. The crater floor still holds the

relics of Barringer’s long industrial effort

to reach that iron treasure; his family

still owns the site.

The orbiting iron body is not there; it

had indeed entered but left at once! In a

mere fraction of a second the energy-rich

metallic object and the rocks it penetrat-

ed all vaporized; the enormous pressure

of that expanding hot gas, part iron as-

teroid and part Arizona rock, excavated

the rock shattered by the growing shock

wave. Up it all went, most to come down

somewhere nearby. By 1948 Harvey H.

Nininger had definitely found the telltale

nickel-iron: tiny, gleaming, glassy glob-

ules were everywhere in the topsoil,

amounting to thousands of tons of

droplets condensed out of the vapor mix,

a metallic fog. In past, wetter climates

this crater was often a lake of water, but

now it is a lucid “lake” of high desert air,

the youngest, freshest, most accessible big

impact crater on the earth, among the

100 or so known. We first saw it beauti-

fully frosted by a light winter snow.
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hightailed it to England at one point in

1823, when the Italian secret service

got too close for comfort after he’d

been involved with some shady folk

known as the Carbonari, who wanted

all kinds of crazy stuff for Italy, like

freedom of speech.

Panizzi’s libertarian views (and ac-

cent) went over very big in Liverpool,

his first port of call, where he had been

sent with an introduction to William

Roscoe. Apart from being an extreme

Italophile (me, too—Italy is, in my opin-

ion, a disease for which, happily, there is

no cure) and biographer of Lorenzo de’

Medici, Roscoe was at various times

banker, botanist, antislavery activist,

Member of Parliament for Liverpool,

publisher and collector of rare books

(and runaway liberals). In 1806 he also

wrote a nursery classic: The Butterfly’s
Ball, and the Grasshopper’s Feast, which

immediately took the fancy of the king

and queen and was then published by

John Harris in his first, boffo-success se-

ries of children’s books.

Harris was successor to John New-

bery, among the first publishers in Eng-

land to print illustrated books specially

written for children at his London pub-

lishing house in St. Paul’s Churchyard

(where he also did people like Gold-

smith and Johnson). In 1780 a list of

Newbery copyrights included Tales of
Mother Goose, translated from the

French. It had been written by Charles

Perrault, who also had the dubious dis-

tinction of keeping the books during

the construction of Versailles. Charles

was one of three brothers: Claude de-

signed a bit of the Louvre and the Paris

Observatory, and Pierre (a tax collector

caught with his hand in the till) found-

ed the science of hydrology and worked

with a guy who wrote Pierre’s stuff up

as his own. Edmé Mariotte managed

to put up a few backs with this trick;

Huygens accused him of plagiarism.

In the 1670s one of the things Mari-

otte did that was almost undoubtedly

his own was to organize a chain of data

stations across Europe from which he

was able to put together a report on

global and European winds. And for the

first time theorize about what Foucault

finally helped to prove, which I men-

tioned at the beginning of this column—

that the weather moves west to east be-

cause of the way the earth turns.

Connections, continued from page 115
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W O R K I N G  K N O W L E D G E
GRAND PIANO

by Michael Mohr

Director of Manufacturing, 
Steinway & Sons

The piano dates back to the early 1700s, when a Florentine harpsi-

chord maker named Bartolomeo Cristofori, seeking to improve

the expressiveness of the harpsichord, devised the “escapement

action”—a mechanism that, in modified form, lies at the heart of all

modern pianos. Unlike the harpsichord, which features a plucking

mechanism attached directly to a key, the piano has a mechanical inter-

face between each key and a corresponding felt-tipped hammer. This

complex system of levers, screws, springs and bearings allows the pianist

to play quickly and to produce a wide range of dynamics and nuance.

The lever system magnifies movement so that while the key travels less

than half an inch from its rest position, the hammer travels one and

three quarters inches to the string above. Just before the hammer strikes

the string, the action mechanism must disengage, or “escape,” from its

contact with the key. The hammer then strikes the string on its own

momentum and falls back instantaneously so the string can vibrate

freely. Without escapement, the hammer would jam against the

string, stifling vibration. Modern pianos have a double es-

capement action that allows the hammer to be reacti-

vated even when the key has not yet been fully

released; thus, a single note can be played

in fast repetition.

Cristofori’s instrument had a fairly

wide dynamic range, but it was not so

powerful as modern pianos. Over the

years, the structure of the piano was

strengthened to accommodate

stronger strings for a more ro-

bust sound, and additional ped-

als (Cristofori’s instruments fea-

tured only the “soft” pedal, if

any) were introduced. Although

details of the modern grand piano ac-

tion differ from manufacturer to manufac-

turer, the basic concept is the same. In an

upright piano, gravity alone does not return

the action to the rest position. To compen-

sate, special springs are incorporated into an

upright’s action, but the touch is still differ-

ent from that of a grand piano.

CAST-IRON FRAME, or
harp, is fastened to the
piano’s inner rim and
holds the 220 strings
under more than 36,000
pounds (18 tons) of
tension.

BRIDGE transmits the vi-
brations of the overlying
strings to a thin, wood
diaphragm underneath
called the soundboard,
thus magnifying the
sound.

OVERSTRINGING, in which
the bass strings cross over
the treble strings, allows the
longest bass strings—and
therefore the richest sound—
for a case of a given size.

PEDALS produce special effects. The left pedal softens
sound by shifting the entire action and keyboard so that
the treble hammers strike only two of the three strings
per note. The right pedal sustains sound by raising all the
dampers off the strings simultaneously, allowing them to
continue vibrating once struck. The middle pedal sustains
only those notes whose dampers are raised at the
moment the pedal is activated.
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DEPRESSING THE KEY pushes up on the escapement mechanism,
which in turn pushes the hammershank upward. At two critical
points in the hammer’s upward motion, obstructions disengage
elements of the escapement mechanism from contact with the
hammershank’s knuckle, so that during the last 1/16 inch of its
motion, the hammer is traveling entirely on its own momentum.

Meanwhile the damper is lifted off the string, allowing the string
to vibrate when struck. After the hammer strikes, it is caught and
held by the backcheck. At the slightest release of the key, the
backcheck will move away and free the hammer, and the
components of the escapement mechanism will reset. The action
is then ready for another strike from the key.

HAMMER

HAMMERSHANK

KNUCKLE

ESCAPEMENT
MECHANISM
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KEY
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ACTION MECHANISM IS HIDDEN
behind the wood cabinet,
between the keys and the strings.
The pedals are connected to the
action by a series of levers,
dowels and springs called the
trapwork (not shown).
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